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* Uniform Hamiltonian does not always have uniform ground state.

- Charge/Spin density wave, commensurate or incommensurate
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The axial next-nearest-neighbor Ising model is studied in two dimensions at finite temper-

ature using the density matrix renormalization group. The model exhibits phase transition of

the second-order between the antiphase in low temperature and the modulated phase in high

temperature. Observing the domain wall free energy, we confirm that the modulation period

in high-temperature side is well explained by the free-fermion picture.
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1. introduction

Periodically modulated structures may occur in a
wide range of physical systems. As examples of such
systems, La6Ca8Cu24O41 and Ca2Y2Cu5O10 are well
known,1, 2 where spins of the copper atoms interact
ferromagnetically between the neighboring sites along
the CuO2 chains and antiferromagnetically between the
next-nearest-neighboring ones. A phase transition of
commensurate-incommensurate type was observed in
these systems. Another example is cerium antimonide
(CeSb)3 which has a nontrivial phase diagram and which
shows modulated spin patterns with various periodic-
ities. In some ferroelectric materials, such as NaNO3,
the modulated phases are present between the ferro-
electric low-temperature state and the paraelectric high-
temperature one.4, 5

Physical properties of magnetically modulated struc-
tures can be described by simplified models with com-
peting interactions. One of the simplest examples is
the so-called axial next-nearest-neighbor Ising (ANNNI)
model, which contains ferromagnetic coupling J1 be-
tween nearest-neighbor spin pairs and antiferromagnetic
one J2 between next-nearest-neighbor spin pairs in a pre-
ferred direction.6 Several analytical methods have been
developed to study the phase diagram of the ANNNI
model in two dimensions. For instance, the free-fermion
approximation treats domain walls running along the
chain direction.7, 8 The Müller-Hartmann-Zittartz ap-
proach assumes existence of the domain wall in the per-
pendicular direction to the axial one.9 A detailed survey
of earlier works on this topic has been reviewed by Selke.6

Recent progress can be found in Refs. [10-12].
In this paper we focus on the two-dimensional (2D)

ANNNI model, which is described by the Hamiltonian

H = −J1
∑

i,j

σi,j(σi+1,j + σi,j+1)− J2
∑

i,j

σi,jσi+2,j (1)

on a square lattice, where the index i specifies the po-
sition along the axial direction. The Ising spins σi,j =
↑ or ↓ interact ferromagnetically (J1 > 0) between the
nearest neighbors and antiferromagnetically (J2 < 0) be-
tween the next-nearest neighbors. The ratio between the
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Fig. 1. The ordered phases of the 2D ANNNI model.

coupling constants κ = −J2/J1 is commonly used for the
measure of the frustration. It is widely accepted that in
the low temperature region the model shows a ferromag-
netic structure when κ < 0.5, and when κ is larger than
0.5, the so-called antiphase structure {· · · ↑↑↓↓↑↑ · · · } is
realized.6–10, 15, 19, 20 Figure 1 shows the location of these
ordered phases. It has been confirmed that these ordered
phases are bordered by the second order phase transition
lines.
There is an argument about the presence of incom-

mensurate (IC) phase in the highly frustrated region,
which is specified by the condition κ > 0.5. Though a
wide area of the IC phase is expected by the mean-field
theory, the Monte Carlo (MC) simulation by Sato and
Matsubara suggests that the region of the IC phase is
very small.15 Recently, Shirahata and Nakamura per-
formed an extensive calculation by use of the non-
equilibrium relaxation method.10 Assuming the pres-
ence of the Berezinskii-Kosterlitz-Thouless (BKT) tran-
sition13, 14 they estimated two critical temperatures bor-
dering the IC phase. What they found is that these two
transition temperatures are almost identical. They spec-
ulated that successive phase transitions may occur within
an infinitesimally narrow temperature region. Table 1
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summarizes these theoretical and numerical estimates
of the phase transition temperatures at κ = 0.6, where
the Tc represents the upper border of the antiphase, and
where T ′ is the lower border of the paramagnetic phase.
(The IC phase is present if T ′ is larger than Tc .)
The aim of our study is to obtain the precise mod-

ulation period of the local magnetization and its decay
factor in the parameter region where the presence of IC
phase has been discussed. For this purpose we employ
the density matrix renormalization group (DMRG)16–18

method, and carry out a scaling analysis on the domain-
wall free energy. As shown in the following, we confirm
that the modulation period is well explained by the free-
fermion picture.

2. Application of DMRG

We consider the 2D ANNNI model on the square
lattice of the size L × ∞. The transfer matrix
of this system TL [σ′|σ] connects two adjacent spin
rows [σ′] ≡ {σ1,j,σ2,j , . . . ,σL,j} and [σ] ≡ {σ1,j−1,
σ2,j−1, . . . ,σL,j−1}, where index i runs from 1 to L to-
ward the axial direction. For simplicity, we drop out the
indices j and j − 1 from the Ising spin variables in the
following, and write them as [σ′] ≡ {σ′

1,σ
′
2, . . . ,σ

′
L} and

[σ] ≡ {σ1, σ2, . . . ,σL}. Without loss of generality, the
transfer matrix can be written as the product of the over-
lapped local weights

TL [σ′|σ] =
L−2
∏

i=1

W (σ′
iσ

′
i+1σ

′
i+2|σiσi+1σi+2) , (2)

where W (σ′
iσ

′
i+1σ

′
i+2|σiσi+1σi+2) is the local Boltzmann

weight associated with the HamiltonianH in Eq. (1).11, 23

The DMRG is employed to solve the eigenvalue prob-
lem

∑

[σ]

TL [σ′|σ] ΨL[σ] = λL(T )ΨL[σ
′] (3)

with λL(T ) is the largest eigenvalue of the transfer ma-
trix and ΨL[σ] the corresponding eigenvector. We em-
ploy two different boundary conditions: the parallel ones
(σ1 = σ′

1 =↑ and σL = σ′
L =↑) and the antiparallel ones

(σ1 = σ′
1 =↑ and σL = σ′

L =↓), respectively, for which

we calculate the largest eigenvalues λ↑↑
L (T ) and λ↑↓

L (T ).
For the visualization of the spin modulation, we calculate
the local magnetization

⟨σi⟩ =
∑

[σ] ΨL[σ]σiΨL[σ]
∑

[σ] ΨL[σ]ΨL[σ]
(4)

Table I. Critical temperatures at κ = 0.6 known so far.

Method used Tc T ′

Müller-Hartmann-Zittartz9 1.09 —
Phenomenological renorm.8 1.05 1.35
Saqi and McKenzie19 1.05 1.40
Cluster variation method20 0.91 1.64
Cluster heat bath method15 0.91 1.16
Free-fermion approximation7 0.907 1.20
Non-equilibrium Relaxation10 0.89(2) 0.895(25)
DMRG (this work) 0.907 —
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Fig. 2. The local magnetization ⟨σi⟩ calculated for L = 118 (i =
1, 2, . . . , 118) with parallel and antiparallel boundary conditions.

as a function of position i during the last sweep in the
zipping process of the finite-system DMRG.16 We keep
at most m = 70 block-spin states and vary the lattice
size from L = 38 to L = 118. Note that under these con-
ditions the density matrix truncation error16–18 is kept
within ε ≤ 10−13.
We use dimensionless units kB =J1 =1 throughout

this article. We focus on analysis of the model at κ = 0.6,
where the competing interaction plays an important role
on the spin modulation. Figure 2 shows the local mag-
netization ⟨σi⟩ at κ = 0.6 under and over a transition
temperature Tc ≈ 0.91 which we will determine more
precisely. The complete antiphase structure {↑↑↓↓} is ob-
served at T = 0.88 if the parallel boundary conditions are
imposed (the uppermost) and a twisted pattern created
by a running domain wall is observed for the antipar-
allel conditions (the second from top). The remaining
two panels display ⟨σi⟩ at T = 0.93, where a modulated
structure is present for the parallel conditions (the third
panel) and the antiparallel ones (the fourth). Note that
the modulation period depends on the applied boundary
conditions.

3. Modulation Period

For the purpose of characterizing the spin modulation,
we introduce the “domain-wall free energy”21

FDW(T, L) = (−1)n(L)kBT ln
λ↑↓
L (T )

λ↑↑
L (T )

, (5)

where n(L) = [L/2 + 2] + L + 1 represents the 4-site
periodicity in the antiphase. The FDW(T, L) represents
the sensitivity of the free energy per lattice row to the
boundary conditions. In the antiphase region, FDW(T, L)
exhibits the L dependence

FDW(T, L) ∼ FDW(T,∞) + c(T )L−2, (6)

- ex. Axial Next Nearest Neighbor Ising (ANNNI) model

ar
X

iv
:c

on
d-

m
at

/0
60

54
11

v2
  [

co
nd

-m
at

.st
at

-m
ec

h]
  1

8 
Ju

l 2
00

6

Typeset with jpsj2.cls <ver.1.2> Full Paper

Modulation of Local Magnetization in two-dimensional Axial-Next-Nearest-Neighbor

Ising model
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1. introduction

Periodically modulated structures may occur in a
wide range of physical systems. As examples of such
systems, La6Ca8Cu24O41 and Ca2Y2Cu5O10 are well
known,1, 2 where spins of the copper atoms interact
ferromagnetically between the neighboring sites along
the CuO2 chains and antiferromagnetically between the
next-nearest-neighboring ones. A phase transition of
commensurate-incommensurate type was observed in
these systems. Another example is cerium antimonide
(CeSb)3 which has a nontrivial phase diagram and which
shows modulated spin patterns with various periodic-
ities. In some ferroelectric materials, such as NaNO3,
the modulated phases are present between the ferro-
electric low-temperature state and the paraelectric high-
temperature one.4, 5

Physical properties of magnetically modulated struc-
tures can be described by simplified models with com-
peting interactions. One of the simplest examples is
the so-called axial next-nearest-neighbor Ising (ANNNI)
model, which contains ferromagnetic coupling J1 be-
tween nearest-neighbor spin pairs and antiferromagnetic
one J2 between next-nearest-neighbor spin pairs in a pre-
ferred direction.6 Several analytical methods have been
developed to study the phase diagram of the ANNNI
model in two dimensions. For instance, the free-fermion
approximation treats domain walls running along the
chain direction.7, 8 The Müller-Hartmann-Zittartz ap-
proach assumes existence of the domain wall in the per-
pendicular direction to the axial one.9 A detailed survey
of earlier works on this topic has been reviewed by Selke.6

Recent progress can be found in Refs. [10-12].
In this paper we focus on the two-dimensional (2D)

ANNNI model, which is described by the Hamiltonian

H = −J1
∑

i,j

σi,j(σi+1,j + σi,j+1)− J2
∑

i,j

σi,jσi+2,j (1)

on a square lattice, where the index i specifies the po-
sition along the axial direction. The Ising spins σi,j =
↑ or ↓ interact ferromagnetically (J1 > 0) between the
nearest neighbors and antiferromagnetically (J2 < 0) be-
tween the next-nearest neighbors. The ratio between the
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Fig. 1. The ordered phases of the 2D ANNNI model.

coupling constants κ = −J2/J1 is commonly used for the
measure of the frustration. It is widely accepted that in
the low temperature region the model shows a ferromag-
netic structure when κ < 0.5, and when κ is larger than
0.5, the so-called antiphase structure {· · · ↑↑↓↓↑↑ · · · } is
realized.6–10, 15, 19, 20 Figure 1 shows the location of these
ordered phases. It has been confirmed that these ordered
phases are bordered by the second order phase transition
lines.
There is an argument about the presence of incom-

mensurate (IC) phase in the highly frustrated region,
which is specified by the condition κ > 0.5. Though a
wide area of the IC phase is expected by the mean-field
theory, the Monte Carlo (MC) simulation by Sato and
Matsubara suggests that the region of the IC phase is
very small.15 Recently, Shirahata and Nakamura per-
formed an extensive calculation by use of the non-
equilibrium relaxation method.10 Assuming the pres-
ence of the Berezinskii-Kosterlitz-Thouless (BKT) tran-
sition13, 14 they estimated two critical temperatures bor-
dering the IC phase. What they found is that these two
transition temperatures are almost identical. They spec-
ulated that successive phase transitions may occur within
an infinitesimally narrow temperature region. Table 1

1



Energy Scale Deformation
* There is a modulated Hamiltonian whose ground state is uniform.

- (modulated/inhomogeneous) AKLT Hamiltonian

- Slow energy scale modulation would not affect a gapped ground state

general framework arXiv:cond-mat/0702581

- empty state of any Fermionic system (too trivial!)
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Wilson-like real-space renormalization group and low-energy effective spectrum of

the XXZ chain in the critical regime

Kouichi Okunishi

Department of Physics, Niigata University, Igarashi 2, Niigata 950-2181, Japan.

We present a novel real-space renormalization group(RG) for the one-dimensional XXZ model
in the critical regime, reconsidering the role of the cutoff parameter in Wilson’s RG for the
Kondo impurity problem. We then demonstrate the RG calculation for the XXZ chain with
the free boundary. Comparing the hierarchical structure of the obtained low-energy spectrum
with the Bethe ansatz result, we find that the proper scaling dimension is reproduced as a fixed
point of the RG transformation.
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In the last decade, the density matrix renormaliza-
tion group(DMRG) has been the most reliable numer-
ical renormalization group(NRG) for the ground-state of
the one-dimensional(1D) quantum many body system.1

Before DMRG, however, the conventional NRG scheme
such as a block spin transformation often failed for the
1D quantum system. The reason for this was analyzed
carefully by White;2 the effect of the boundary is signif-
icant in the 1D system, and his DMRG algorithm over-
come it successfully. On the other hand, Wilson’s NRG
procedure for the Kondo impurity problem3, 4 has been
highly successful for solving the various impurity prob-
lems. In Wilson’s NRG scheme, the log-discretized energy
shells for the s-wave electrons are mapped into an effec-
tive tight binding model with a cutoff parameter, which
is essentially the 1D quantum many body problem with
a boundary. However, it should be remarked that Wil-
son’s NRG is efficient for the gapless system, in contrast
to the DMRG which prefers the gapful system.
In this paper, we focus on the NRG for the gapless 1D

quantum spin system; Wilson’s NRG for the impurity
problem is reconsidered in the context of the 1D quantum
spin chain. The essence of the idea is very simple; remove
the impurity site and add the interacting spins instead of
the free electrons in the impurity problem. Such an ap-
proach without the cutoff parameter was tested by Xiang
et al in the almost the same timing as the DMRG, but
it seems more suitable for the gapful spin chain.5 Also,
the infinite-system-size DMRG still cannot overcome the
critical fluctuation in the 1D critical system in the bulk
limit; An essential point in the present approach for the
critical system is that we introduce the cutoff parameter
controlling the energy scale of the system, which plays
an important role in the RG transformation.
In the following, we briefly formulate the Wilson like

NRG for the XXZ spin chain, where we emphasize the
role of the cutoff parameter. Numerical calculations are
actually performed for the XXZ chain in the critical re-
gion, and the obtained results are analyzed on the basis
of the Bethe ansatz/CFT solution. We then find that the
low-energy excitation spectrum of the XXZ spin chain is
successfully reproduced as a fixed point of the RG trans-
formation.

In this paper, we deal with the S = 1/2 XXZ chain in
the critical regime for simplicity, but the formulation for
the general case is straightforward. We write the local
Hamiltonian of the XXZ chain as

hn,n+1 = Sx
nS

x
n+1 + Sy

nS
y
n+1 +∆Sz

nS
z
n+1, (1)

where S⃗ is the S = 1/2 spin matrices and 0 ≤ ∆ ≤ 1 is
assumed. We then consider the Hamiltonian of N spins
with the cutoff Λ as

HN (Λ) =
N−1
∑

n=1

ΛN−n−1hn,n+1, (2)

for which the free-boundary condition is basically as-
sumed. If Λ = 1, eq. (2) becomes the uniform XXZ chain
with the free-boundary condition. In Wilson’s original
NRG for the Kondo problem, there is an impurity at the
n = 0 site, and hn,n+1 should be the tight binding free
electrons. In the present case, n = 0 is the empty site
and the interacting spins are adopted as hn,n+1.
In order to treat matrices having different sizes in the

RG transformation, we use the notation for a m × m
matrix X :

X∗ = I ⊗X, (3)

where I is the 2 × 2 identity matrix for the space of the
spin added, and thus, X∗ becomes a 2m × 2m matrix.
The recursion relation between the N - and N + 1-spin
systems is given by

HN+1(Λ) = ΛH∗
N(Λ) + hN,N+1. (4)

In this recursion relation, the smallest energy scale is
fixed to be in the order of unity. If Λ = 1, we do not
touch the energy scale of the system, leading the simple
recursion relation for extending the system size. For Λ >
1, a new spin having a smaller energy scale is added to
the bulk part of the system. Thus the outer spins(the
smaller index of n) has the higher energy scale.6

Now we convert the basis so as to diagonalize HN (Λ),

HN (Λ)UN = UNωN , (5)

where ω are the eigenvalues of the Hamiltonian and U
are the corresponding eigenvectors. By maintaining the

1

2

II. MODEL AND SCALE FREE PROPERTY

In Wilson NRG, the essential point is to consider the
1D lattice fermion model mapped from the degenerating
free electrons around the Fermi surface. We thus start
with the Wilson-type Hamiltonian of the spinless free
fermions with the exponentially modulated hopping

Hλ =
N−1
∑

n=1

eλn(c†n+1cn + c†ncn+1), (1)

where cn is a fermion annihilation operator at nth site
and N denotes the number of sites. We have also intro-
duced Λ ≡ exp(λ) > 1 for later convenience. Thus n = 1
corresponds to the smallest energy scale and n = N does
to the impurity site with the largest energy scale18. Al-
though, in the original work5, the hopping parameter has
a supplemental coefficient and n in eλn term takes a half
integer, the essential physics is the same as Eq. (1).
Let us write the one-particle state as |ψ⟩ =

∑

n ψ(n)c
†
n|0⟩. Then one-particle Schrödinger equation

in the bulk region is

e−λψ(n− 1) + ψ(n+ 1) = Ee−λnψ(n). (2)

Note that Eq. (2) is invariant under the transformation,
ψ(n) → (−1)nψ(n) and E → −E, which clearly rep-
resents the particle-hole symmetry. Thus, we basically
consider the positive energy solution.
Since the system has no explicit translational sym-

metry, we employ numerical diagonalization of Eq. (2)
rather than the usual Fourier analysis, for a finite but
sufficiently large system. We assume the free boundary
condition and thus what we deal with is the tridiagonal
matrix. Figure 1 represents the absolute value of the
one-particle spectrum for λ = 0.1 and N = 200, where j
indicates the label of the eigenvalue in increasing order.
The Fermi surface is located between j = 100 and 101,
and j ≤ 100 represent negative energy eigenvalues. Thus,
the parity in Fig. 1 corresponds to the particle-hole sym-
metry. We also show the amplitude of the wavefunctions
corresponding to j = 101, 130 and 160th eigenvalues, in
Fig. 2.
The most important behavior in Fig. 1 is that, as

was already mentioned in Ref.5, E basically exhibits the
exponential dependence E ∝ ± exp(λj). We call this re-
gion of the exponential dependence as “bulk”, since the
corresponding wavefunctions are localized in the bulk re-
gion of the chain, as can be seen for j = 130 and 160 in
Fig.2. On the other hand, we can see that some eigenval-
ues near the Fermi surface j ∼ 100 deviate from the bulk
lines. We call these states as “edge states”, since they
correspond to the edge modes near the Fermi surface, as
is the wavefunction of j =101 in Fig. 2.
We analyze the bulk part of the spectrum in detail.

In connection with the exponential dependence of the
eigenvalues, an essential information can be found in the
bulk wavefunctions for j = 130 and 160 in Fig. 2. The

0 20 40 60 80 100 120 140 160 180 20010-2
10-1
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102
103
104
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|E
|

 λ  =0.1, N=200

FIG. 1: (Color online)One-particle eigenvalue spectrum of Eq.
(2). The horizontal axis j indicates the label of the eigenvalue
in increasing order.
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ψ
(n

)
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FIG. 2: (Color online)One-particle wavefunction ψ(n) of j =
101, 130 and 160. The horizontal axis means the cite index n.
The bulk states ψ(n) of j = 130 and 160 can be overlapped
with each other by a lattice translation, while ψ(n) of j = 101
is the edge state.

primary notable point is that these wavefunctions have
a very similar wavepacket-like shape, in contrast to the
usual plane wave for the uniform chain. The localization
of the wavefunction can be qualitatively understood as
follows. If a particle carrying a certain energy goes in
the larger n region, the particle can not excite the larger
energy bonds, into which the wavefunction can not pen-
etrate. While the particle goes to the smaller n region,
the bond of the smaller coupling can not carry the total
energy of the particle and thus the wavefunction decays
very rapidly.
Another important property of the bulk wavefunctions

is that they can be overlapped with each other by the
lattice translation; In Fig. 2, the wavefunctions of j =130
and 160 have the very similar shape. Indeed, we can
verify that overlap integral of the two wavefunctions after
the lattice translation is unity within the computational
accuracy. In order to see this property in analytic level,
we introduce

ψ(n) ≡ e−λn/2φ(n). (3)

arXiv:1001.2594wilson lattice 

- Exponential Deformation (Wilson, …, Okunishi)

since H = sum of projectors, and pre factor can be arbitral

if the modulation is slow enough (or gap is wide enough)



a classical counterpart: Hyperbolic Lattice
Ising model on Hyperbolic Lattice

- there is ferro-para phase transition

probably, in anisotropic limit (how to define this limit?),  
one reaches the hyperbolic deformation.

arXiv:0704.1949
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The matrix product structure is considered on a regular lattice in the hyperbolic plane. The
phase transition of the Ising model is observed on the hyperbolic (5, 4) lattice by means of the
corner-transfer-matrix renormalization group (CTMRG) method. Calculated correlation length
is always finite even at the transition temperature, where mean-field like behavior is observed.
The entanglement entropy is also always finite.

KEYWORDS: DMRG, CTMRG, Hyperbolic, Entanglement

1. Introduction

Classification of phase transitions is one of the central
issue in the study of lattice models in statistical mechan-
ics. When a system exhibits the second-order transition,
normally the correlation length diverges at the transition
point. As a result of scale invariance at the criticality, the
transitions are characterized by scaling indices, where
their values are completely classified in two-dimension
by means of the conformal field theory.
The mean-field like 2nd-order transition is exceptional

in the point that the correlation length may not play an
important role, in particular when the transition is de-
scribed by the Landau free energy that is expressed as a
simple polynomial of the order parameter.1) In this ar-
ticle we focus on the mean-field like transition observed
for the Ising model on the hyperbolic lattices,2–11) the
regular lattice in two-dimensional (2D) plane with con-
stant negative curvature.12) Among the hyperbolic (p, q)-
lattices, which are the tessellations of the regular p-gons
with the coordination number q,13) we consider the (5, 4)-
lattice shown in Fig. 1 as an example. We calculate the
correlation length ξ and entanglement entropy S in the
neighborhood of the second-order transition temperature
T0 , and judge whether or not the system is critical at this
temperature.
In the next section we explain the matrix product

structure of the Ising model on the (5, 4)-lattice. We em-
ploy the corner transfer matrix renormalization group
(CTMRG) method,14, 15) a variant of the density ma-
trix renormalization group (DMRG) method16–18) ap-
plied to 2D classical models,19) to obtain the thermody-
namic properties of the model. We show the calculated
results on ξ and S in §3. Conclusions are summarized in
the last section.

2. Matrix Product Structure on the Hyperbolic
Lattice

Consider the ferromagnetic Ising model on the (5, 4)-
lattice shown in Fig. 1. Each pair of neighboring sites is
on a geodesic, which is drawn either by a line that passes
through the center of the disk or by an arc. When there

P!
P!

P!

P!
P!

P!P!

P!

P!

P!

Fig. 1. The hyperbolic (5, 4) lattice drawn in the Poincaré disk.
Open circles denote lattice points, where there are Ising spin
variables. Those regions denoted by P correspond to half-column
transfer matrices.

is no external magnetic field, the Hamiltonian is given
by

H = −J
∑

⟨ij⟩

σiσj , (2.1)

where σi = ±1 denotes the Ising spin variable at the i-th
site, and where J > 0 is the coupling strength between
neighboring pair of sites denoted by ⟨ij⟩. It is convenient
to introduce the interaction-round-a-face (IRF) Boltz-
mann weight

Wijkℓm = (2.2)

exp

[

−β
J

2
(σiσj + σjσk + σkσℓ + σℓσm + σmσi )

]

for each pentagon, where i, j, k, ℓ and m denote the sites
around it, and where β represents the inverse temper-
ature. The partition function of the system is then ex-

1

- always off critical

- row-to-row transfer matrix can be defined

- is it possible to find out the corresponding 
quantum Hamiltonian? (I have no answer)
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where J ≥ 0 represents the interaction parameter. Be-
fore considering the deformed Hamiltonian Hcosh(λ) in
Eq. (1.3), let us observe effects of the exponential defor-
mation in Eq. (1.1). For latter convenience we treat the
system whose linear size is 2N + 2. The exponentially
deformed Hamiltonian is then written as

Hexp(λ) =
N
∑

j=−N

ejλ hj,j+1 , (2.3)

where the deformation parameter λ is real and positive.10

When λ = 0 the above Hamiltonian Hexp(λ) coincides
with the uniform Hamiltonian H in Eq. (2.1).
It is known that the factor Λ = eλ controls the eigen-

value structure.5, 6 In order to observe the fact briefly,
let us consider the infinite system size limit N → ∞. To
simplify the discussion we assume that the ground state
energy E0 is zero, and all other eigenvalues are positive.
This assumption can be satisfied by adding appropriate
constant to each neighboring interaction hj,j+1.

11

Consider a right shift operation S that moves the lat-
tice sites by one to the right direction. It is obvious that
S†, the conjugate of S, represents the left shift operation,
and therefore SS† = S†S = 1 is satisfied. If we apply S
to Hexp(λ) when the system size is infinite, we obtain
the following relation

S Hexp(λ)S† =
∞
∑

j=−∞

ejλ
(

S hj,j+1 S
†
)

(2.4)

=
∞
∑

j=−∞

ejλ hj+1,j+2

=
∞
∑

j=−∞

e(j−1)λ hj,j+1 = e−λ Hexp(λ) .

As a result of translation the deformation parameter ejλ

is modified to e(j−1)λ, and this modification can simply
be expressed by multiplying the factor e−λ to Hexp(λ).
This translation property in Hexp(λ) restricts the eigen-
value structure, which is obtained from the eigenvalue
relation

Hexp(λ) |Ψ⟩ = E |Ψ⟩ . (2.5)

If there is an eigenstate |Ψ⟩ the shifted state S |Ψ⟩ is also
an eigenstate, since we have the relation
[

S Hexp(λ)S†
]

S |Ψ⟩ = S Hexp(λ) |Ψ⟩ = ES |Ψ⟩ , (2.6)

and using the relation in Eq. (2.4) we can verify that
[

e−λ Hexp(λ)
]

S |Ψ⟩ = E S |Ψ⟩ (2.7)

is satisfied. Thus if the eigenvalue E in Eq. (2.5) is posi-
tive, there is a family of eigenvalues

. . . , e−2λ E, e−λ E, E, eλ E, e2λ E, . . . , (2.8)

that are equidistant in logarithmic scale. Such a positive
energy eigenstate |Ψ⟩ is not translationally invariant, and
the orthogonality

⟨Ψ|S |Ψ⟩ = 0 (2.9)

is satisfied.

It should be noted that presence of periodic eigenstates
are not excluded. For example, if there is unique zero-
energy eigenstate |Φ⟩, it is translationally invariant. This
is because Eq. (2.7) shows that S |Φ⟩ is also the zero
energy state. Thus we can say that if the zero-energy
state is unique, it satisfies the translational invariance

S |Φ⟩ = |Φ⟩ . (2.10)

As an extension one can consider digenerated case, where
there are two zero-energy eigenstates |Φa⟩ and |Φb⟩ that
satisfies

|Φb⟩ = S |Φa⟩

|Φa⟩ = S |Φb⟩ . (2.11)

This is the case when there is dimerization in the ground
state. This degeneracy would be lifted by the effect of
boundary when the system size 2N + 2 is finite. It is
straightforward to extend the argument of degeneracy to
trimerized state, etc.
It is possible to consider various generalizations of

Hexp(λ). As an example one can consider the deformed
tight-binding Hamiltonian

Hexp
t.b.(λ) =

∞
∑

j=−∞

ejλ
[

−t (c†j+1cj + c†jcj+1)

+ (−1)j
∆

2
(c†jcj − c†j+1cj+1)

]

(2.12)

for spinless lattice Fermions, where t represents the hop-
ping parameter and where ∆ the band gap. Since this
Hamiltonian contains oscillating potential, the transla-
tion period is 2-site when λ = 0. Thus for this de-
formed Hamiltonian Hexp

t.b.(λ) one should modify the rela-
tion Eq. (2.4) according to this period. It can be verified
that all the one-particle states |Ψ⟩ satisfy the orthogo-
nality in Eq. (2.9), and are represented by localized wave
functions similar to wavelet basis function. The half-filled
state |Φ⟩ has finite excitation gap, where |Φ⟩ is periodic
and satisfies S2 |Φ⟩ = |Φ⟩. When λ = 0 the one-particle
eigenfunctions and energy spectrum is explained by the
Bloch’s theorem. It is not trivial how such an energy
structure is destructed by the introduction of exponen-
tial deformation. It is straightforward to generalize the
exponential deformation to systems that contain inter-
actions of longer range.

3. Hyperbolic Deformation

The eigenvalue distribution of Hexp(λ) explained in
the last section prevents numerical study of the bulk
property of the system around the center j = 0. This
is because the energy scale in the left side of the system
(j < 0) is smaller than that at the center, and to ap-
ply the DMRG method to such system is difficult. This
problem can be avoided if we take an average between
Hexp(λ) and Hexp(−λ) as

Hcosh(λ) =
1

2

[

Hexp(λ) +Hexp(−λ)
]

=
N
∑

j=−N

cosh jλ hj,j+1 . (3.1)

ground-state is uniform, except for the edge state,  
as it was observed in the case of exp. deformation.



* Corner Hamiltonian ~ Entanglement Hamiltonian
- Okunishi proposed a quantum counterpart of CTMRG
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the eigenvalue spectrum of the corner Hamiltonian can
be scaled by one parameter to the corresponding spec-
trum(logarithm) of the reduced density matrix. More-
over, we analyze the “spectral flow” of the corner Hamil-
tonian for the S = 1 bilinear-biquadratic chain. In §5, we
summarize our results and discuss further implications of
the eigenvalue spectrum of the corner Hamiltonian.

II. FORMULATION

A. definitions

In this section we consider the S = 1/2 XXZ spin chain
for convenience. However, the arguments in the following
can be generalized straightforwardly to the general 1D
quantum systems. We write the local Hamiltonian of the
XXZ spin chain as

hn,n+1 = Sx
nS

x
n+1 + Sy

nS
y
n+1 +∆Sz

nS
z
n+1, (3)

where S⃗ is the S = 1/2 spin(not Pauli) matrix. The
matrix element of (3) is labeled by the spin indices sn,
sn+1 and s′n, s

′
n+1. However, we do not show explicitly

such spin indices without necessity.
Let us denote the Hamiltonian of N spins as

HN =
N−1∑

n=1

hn,n+1, (4)

for which the free boundary condition is basically as-
sumed. In the context of the DMRG, HN is the right-
half(or left-half) block of the total Hamiltonian and, in
this labeling of the site index, n = 1(N) is assigned to
the center(edge) of half of the system.
We further define the corner Hamiltonian as

KN =
N−1∑

n=1

nhn,n+1, (5)

whose graphical representation is depicted in Fig. 1. As
noted in the introduction, the corner Hamiltonian is the
generator of the CTM for the integrable models. Thus,
(5) contains N(N − 1)/2 local bonds, corresponding to
the quadrant of the 6-vertex model. Here, we note that
KN is clearly an Hermite matrix.

B. recursion relation

In order to formulate the real-space renormalization
group for the corner Hamiltonian, we have to set up the
recursion relation for matrices having different dimension
sizes. For this purpose, we introduce some notations for
a 2N × 2N matrix X :

X∗
N = δ(s1, s

′
1)XN, (6)

1 2 3 NN-1....

N-1

....KN =

FIG. 1: Graphical representation of corner Hamiltonian KN.
White circles indicate spins and the lines connecting two spins
mean the local interaction hn,n+1. The horizontal lines are
“stacked” to become the corner Hamiltonian.

where the row index of XN is labeled s2 · · · sN+1 and thus
X∗

N has the index s1, s2 · · · sN+1. Similarly, we also use
X∗∗

N−1 = δ(s1, s′1)δ(s2, s
′
2)XN−1.

We then construct the recursion relation of the corner
Hamiltonians between N and N+1. As is illustrated in
Fig.2, we can decomposeKN+1 into three pieces and then
find

KN+1 = h1,2 +H∗
N +K∗

N. (7)

However, this relation contains both of H and K, which
is not convenient for capturing the eigenvalue structure
of the corner Hamiltonian directly. In order to eliminate
H∗

N in (7), we exploit a supplemental recursion relation
for H∗

N which is represented as

H∗
N = K∗

N −K∗∗
N−1. (8)

We can thus construct the recursion relation consisting
of the corner Hamiltonians

KN+1 = h1,2 + 2K∗
N −K∗∗

N−1. (9)

A key point on (9) is that we have derived the recursion
relation between the corner Hamiltonians for three sizes
(N+1,N,N−1) rather than for the two sizes (N+1,N) by
eliminating H∗

N. Here, it should be noted that such a
construction of the recursion relation is almost parallel
to the “logarithm” of Baxter’s recursion relation for the
CTMs[9].

1 2 N+1....

....

....

2 N+1=
+

2 N+1
+

1 2
K H

K

hN+1 1,2 N
*

N
*

FIG. 2: Graphical representation of recursion relation (7).

We next convert the bases of the matrices into the
representation diagonalizing KN:

KNUN = UNωN, (10)

cond-mat/0507195

- Hyperbolic “deformation” can be considered
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We call the deformation from H in Eq. (2.1) to Hcosh(λ)
introduced here as the hyperbolic deformation in the fol-
lowing.
Let us extend the shift operation S and its conjugate

S† to Hamiltonians of finite size systems. A natural way
is to consider that the operation modifies the coefficients
of the neighboring interactions as follows

cosh jλ → cosh(j − 1)λ . (3.2)

Then the shift operation on Hcosh(λ) is defined as

S Hcosh(λ)S† =
N
∑

j=−N

cosh(j − 1)λ hj,j+1 . (3.3)

Taking the weighted difference between Hcosh(λ) and
S Hcosh(λ)S† we obtain the relation

Hcosh(λ)−
1

coshλ
S Hcosh(λ)S† (3.4)

= tanhλ
N
∑

j=−N

sinh jλ hj,j+1 = tanhλHsinh(λ) ,

where Hsinh(λ) introduced here represents deformed
Hamiltonian of another type

Hsinh(λ) =
N
∑

j=−N

sinh jλ hj,j+1 , (3.5)

which is decoupled at the origin j = 0. Similar to
Eq. (3.4), the deformed Hamiltonian Hcosh(λ) can be
obtained from Hsinh(λ) by the following weighted differ-
ence

Hsinh(λ)−
1

coshλ
S Hsinh(λ)S† = tanhλHcosh(λ) .

(3.6)
The relations Eqs. (3.4) and (3.6) can be regarded as
one parameter deformation to the translational invari-
ance SHS† = H , which is satisfied by the uniform Hamil-
tonian in Eq. (2.1).
Following the convention in the infinite system DMRG

method, let us divide Hcosh(λ) into three parts

Hcosh(λ) = HL(λ) + h0,1 +HR(λ) , (3.7)

where HL(λ) and HR(λ) are defined as follows

HL(λ) =
−1
∑

j=−N

cosh jλ hj,j+1

HR(λ) =
N
∑

j=1

cosh jλ hj,j+1 . (3.8)

We also divide Hsinh(λ) in the same manner

Hsinh(λ) = CL(λ) + CR(λ) , (3.9)

where CL(λ) and CR(λ) are defined as follows

CL(λ) =
−1
∑

j=−N

sinh jλ hj,j+1

CR(λ) =
N
∑

j=1

sinh jλ hj,j+1 . (3.10)

These are deformations to the corner Hamiltonian,12, 13

since in the limit λ → 0 we obtain the relation

lim
λ→0

CR(λ)

sinhλ
=

N
∑

j=1

j hj,j+1 . (3.11)

We have shown the relation between Hcosh(λ) and
Hsinh(λ) for the same system size 2N +2. We then focus
on recursion relations, which connects systems of differ-
ent sizes. Let us introduce Baxter’s star notation12, 13

H∗
R(λ) =

N
∑

j=2

cosh(j − 1)λ hj,j+1

C∗
R(λ) =

N
∑

j=2

sinh(j − 1)λ hj,j+1 . (3.12)

We then obtain recursion relation

CR(λ) =
N
∑

j=1

sinh
[

(j − 1)λ+ λ
]

hj,j+1 (3.13)

= coshλ C∗
R(λ) + sinhλ

[

h1,2 +H∗
R(λ)

]

,

and similarly we obtain

HR(λ) =
N
∑

j=1

cosh
[

(j − 1)λ+ λ
]

hj,j+1 (3.14)

= coshλ
[

h1,2 +H∗
R(λ)

]

+ sinhλ C∗
R(λ) .

If we introduce the double star notations

H∗∗
R (λ) =

N
∑

j=3

cosh(j − 2)λ hj,j+1

C∗∗
R (λ) =

N
∑

j=3

sinh(j − 2)λ hj,j+1 , (3.15)

we can decouple the recursion relations as follows

HR(λ) = coshλ h1,2 − h2,3 + 2 coshλ H∗
R(λ) −H∗∗

R (λ)

CR(λ) = sinhλ h1,2 + 2 coshλ C∗
R(λ) − C∗∗

R (λ) . (3.16)

These relations would be of use when one applies nu-
merical renormalization group methods1, 2, 6, 13 to the de-
formed HamiltonianHcosh(λ) in order to obtain its eigen-
states.

4. Numerical Observations

One might conjecture that the hyperbolic deformation
violates uniform property of the system, since the bond
interaction strength is modified. But for the ground state
this intuition is not always true. For example, one can
show that the valence bond solid (VBS) state of S = 1
spin chains is not violated by the hyperbolic (or even
exponential) deformation. We observe another example,
the ground state of the deformed S = 1/2 Heisenberg
spin chain in this section.
Figure 1 shows the nearest neighbor spin correlation

function ⟨sZj s
Z
j+1⟩ calculated for the ground state of 400-

site system when λ = 0, 0.05, and 0.1. We keep m =
130 states at most for the block spin variables in the
calculation by the finite system DMRG method. When

a path to “spherical” deformation
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the case of a positive constant curvature, where the classical fields are on a sphere. The

corresponding Hamiltonian can be written as

HSph. =
N/2−1
∑

ℓ=−N/2

cos(aℓ) hℓ,ℓ+1 , (5)

where the parameter a is adjusted so that the deformation parameter Aℓ = cos(aℓ)

decreases to zero at the system boundary. We call such a modification in the bond

strength as the spherical deformation due to a reason which we will explain in the

following. We analyze the ground state |Ψ0(a)⟩ of this Hamiltonian and calculate the

finite size correction in the energy per site. It turns out that the correction is as small

as that calculated for the system with periodic boundary conditions.
Structure of this article is the following. In the next section we introduce a spinless

Fermion system and for tutorial purpose, the finite size effect is reviewed for chains with

open and periodic boundary conditions. In Sec. 3 we show our numerical results obtained

from the diagonalization of the spherically deformed Hamiltonian HSph. in Eq. (5). In

Sec. 4 we consider geometrical meaning of the spherical deformation using the Trotter

decomposition applied to the deformed Hamiltonian. We summarize the obtained results
in the last section and discuss dynamical properties of spherically deformed systems.

2. Energy corrections in the free fermion system

As an example of a one-dimensional quantum system, we consider the tight-binding

Hamiltonian

H = −t
∑

ℓ

(

c†ℓcℓ+1 + c†ℓ+1cℓ

)

+ µ
∑

ℓ

c†ℓcℓ (6)

for the spinless Fermions where t and µ are, respectively, the hopping parameter and the

chemical potential. For simplicity we set µ = 0 and treat the half-filled state throughout

this article. Before this Hamiltonian is deformed, let us observe ground state properties

for finite size systems with open and periodic boundary conditions.

First we consider an N -site open boundary system whose Hamiltonian is given by

HN
O = −t

N−1
∑

ℓ=1

(

c†ℓcℓ+1 + c†ℓ+1cℓ

)

. (7)

The one-particle eigenstate is represented by the wave function

ψN
O;m(ℓ) =

√

2

N + 1
sin

(

mπℓ

N + 1

)

, (8)

where m is the integer within the range 1 ≤ m ≤ N . The one particle energy is

εNO;m = −2t cos

(

mπ

N + 1

)

. (9)

* History in physics suggests the generalization to trigonometric deformations
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Figure 1. Bond strength of the spherically deformed open-boundary system of the
size N = 12.
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Figure 2. Expectation value ⟨c†
ℓ
c
ℓ+1 + c†

ℓ+1cℓ⟩ of the spherically deformed lattice
Fermion model when N = 400. For comparison, we also plot the same expectation
value for the undeformed case.

3. Spherical deformation

Consider an N -site open boundary system described by the Hamiltonian

HN
S = −t

N/2−2
∑

ℓ=−N/2

cos

(

ℓ+ 1

N − 1
π

)

(

c†ℓcℓ+1 + c†ℓ+1cℓ

)

. (18)

If compared with the undeformed Hamiltonian HN
O in Eq. (7), the strength of the

hopping term is scaled by the factor Aℓ = cos[(ℓ + 1)π/(N − 1)], which decreases

towards the system boundary. Figure 1 schematically shows such scale. For a reason
which we discuss in the next section, we call the deformation from HN

O to HN
S as the

spherical deformation. So far we have not obtained an analytic form of the one-particle

wave function ψN
S;m and the corresponding eigenvalue εNS;m. Thus, we calculate them

numerically by diagonalizing HN
S for the case where there is a particle in the system,

and obtain the ground state energy and expectation value ⟨c†ℓcℓ+1+c†ℓ+1cℓ⟩ at half filling.

… well, the prototype was “cosine 
deformation”, and not squared. 
How can one use the 
deformation? (I don’t know.)
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FIG. 3. (Color online) (a) Spin correlation functions ⟨Sα
j Sα

j ′ ⟩
(α = x,z) in an XXZ chain for L = 80 and (",M) = (0.5,0) as
a function of the distance |j − j ′|, where sites (j,j ′) are selected
as j = L/2 − [r/2] and j ′ = L/2 + [(r + 1)/2]. Squares and circles
represent DMRG data for an open chain with SSD and a uniform open
chain, respectively, while lines show the analytic result for a uniform
periodic chain. (b) Schematic showing the relation between pairs
(j,j ′) in the open chain with SSD and those in the periodic chain.

change of the ground state. We thus conclude that the change
in slope of EE is not peculiar to a specific model but a general
outcome of the SSD when applied to a critical model.

Correlation functions. We next investigate two-spin corre-
lation functions. Here, we consider a spin-1/2 XXZ chain
in the critical regime, for which the asymptotic forms of the
correlation functions are known to be

〈
Sx

0 Sx
r

〉
= Ax

0
(−1)r

rη
− Ax

1
cos(Qr)
rη+1/η

+ · · · , (7)

〈
Sz

0S
z
r

〉
− M2 = − 1

4π2ηr2
+ Az

1
(−1)r cos(Qr)

r1/η
+ · · · , (8)

where Q = 2πM . The exponent η and the amplitudes Ax
0 , Ax

1 ,
and Az

1 were obtained as a function of " and M .11,15–17 Figure 3
shows DMRG results for ground-state correlation functions in
an XXZ chain, Eq. (2), with SSD. We also plot DMRG data
for a uniform open chain as well as the analytic result for a
uniform periodic chain; the latter is obtained by replacing r in
Eqs. (7) and (8) with L

π
sin( π |j−j ′|

L
). As shown in Fig. 3, the

results for the open chain with SSD agree almost completely
with those for the periodic chain.

Figure 4(a) shows the ground-state correlation function
⟨Sj · Sj ′ ⟩ in a small system calculated by exact diagonalization.
Data are plotted as a function of position j and “distance” r =
min(|j − j ′|,L − |j − j ′|) [see Fig. 4(b)]. We again observe
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FIG. 4. (Color online) (a) Spin correlation function (−1)r⟨Sj ·
Sj ′ ⟩, with j ′ = j + r (mod L), in an XXZ chain for L = 24 and
(",M) = (1.0,0) as a function of j and r . Symbols show data for an
open chain with SSD: crosses represent correlations between sites j

and j ′ = j + r (pairs “within” the chain), while squares represent
those between j and j ′ = j + r − L (pairs “across” the edges).
Lines show values of correlations in the uniform periodic chain.
(b) Schematic showing the two sites (j,j ′) at a “distance” r .

that the correlations in the open chain with SSD are in excellent
agreement with those in the uniform periodic chain; The
results are independent of position j , and more remarkably,
the correlations between sites j and j ′ = j + r − L, which
are located at the distance r across the open ends, have the
same value as those in the periodic chain.18 We have observed
the same phenomena as shown in Figs. 3 and 4 for several
parameter sets of (",M). The results indicate that correlation
functions, and presumably all observables, in the ground state
of systems with SSD become equal to those in uniform periodic
systems.

We note that for the two-leg ladder with zero magnetization,
M = 0, which has an energy gap above the singlet ground state,
the spin correlation decays exponentially even in systems with
SSD and no recovery of the correlation between edge spins
is observed. This suggests that the SSD does not work for
spin-gapped systems.

Wave functions. Finally, we discuss the overlap of ground-
state wave functions. Using the exact diagonalization method,
we calculated the ground-state wave function |vSSD⟩ of an
XXZ chain, Eq. (2), with SSD for L ! 24 and several sets of
(",M), and compared it with the ground-state wave function
|vPBC⟩ of the uniform periodic chain. We then found that the
overlap of those ground-state wave functions is very close to
unity; the deviation from unity is at most |1 − ⟨vSSD|vPBC⟩| "
10−3 and exactly 0 within the numerical accuracy of 10−14

for the XX case (" = 0). The result indicates that the ground
states |vSSD⟩ and |vPBC⟩ are equivalent at the level of the wave
function.18

We note that the equivalence of the ground-state wave
functions is not trivial even in the case of an XX chain [Eq. (2)
with " = 0]. Through the Jordan-Wigner transformation, the
XX chain is mapped onto the free fermion system and the
one-particle eigenstates of the periodic chain are simple plane
waves. In contrast, the Hamiltonian of an open chain with SSD
is not translationally invariant and its one-particle eigenstates
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FIG. 3. (Color online) (a) Spin correlation functions ⟨Sα
j Sα

j ′ ⟩
(α = x,z) in an XXZ chain for L = 80 and (",M) = (0.5,0) as
a function of the distance |j − j ′|, where sites (j,j ′) are selected
as j = L/2 − [r/2] and j ′ = L/2 + [(r + 1)/2]. Squares and circles
represent DMRG data for an open chain with SSD and a uniform open
chain, respectively, while lines show the analytic result for a uniform
periodic chain. (b) Schematic showing the relation between pairs
(j,j ′) in the open chain with SSD and those in the periodic chain.

change of the ground state. We thus conclude that the change
in slope of EE is not peculiar to a specific model but a general
outcome of the SSD when applied to a critical model.

Correlation functions. We next investigate two-spin corre-
lation functions. Here, we consider a spin-1/2 XXZ chain
in the critical regime, for which the asymptotic forms of the
correlation functions are known to be

〈
Sx

0 Sx
r

〉
= Ax

0
(−1)r

rη
− Ax

1
cos(Qr)
rη+1/η

+ · · · , (7)

〈
Sz

0S
z
r

〉
− M2 = − 1

4π2ηr2
+ Az

1
(−1)r cos(Qr)

r1/η
+ · · · , (8)

where Q = 2πM . The exponent η and the amplitudes Ax
0 , Ax

1 ,
and Az

1 were obtained as a function of " and M .11,15–17 Figure 3
shows DMRG results for ground-state correlation functions in
an XXZ chain, Eq. (2), with SSD. We also plot DMRG data
for a uniform open chain as well as the analytic result for a
uniform periodic chain; the latter is obtained by replacing r in
Eqs. (7) and (8) with L

π
sin( π |j−j ′|

L
). As shown in Fig. 3, the

results for the open chain with SSD agree almost completely
with those for the periodic chain.

Figure 4(a) shows the ground-state correlation function
⟨Sj · Sj ′ ⟩ in a small system calculated by exact diagonalization.
Data are plotted as a function of position j and “distance” r =
min(|j − j ′|,L − |j − j ′|) [see Fig. 4(b)]. We again observe
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FIG. 4. (Color online) (a) Spin correlation function (−1)r⟨Sj ·
Sj ′ ⟩, with j ′ = j + r (mod L), in an XXZ chain for L = 24 and
(",M) = (1.0,0) as a function of j and r . Symbols show data for an
open chain with SSD: crosses represent correlations between sites j

and j ′ = j + r (pairs “within” the chain), while squares represent
those between j and j ′ = j + r − L (pairs “across” the edges).
Lines show values of correlations in the uniform periodic chain.
(b) Schematic showing the two sites (j,j ′) at a “distance” r .

that the correlations in the open chain with SSD are in excellent
agreement with those in the uniform periodic chain; The
results are independent of position j , and more remarkably,
the correlations between sites j and j ′ = j + r − L, which
are located at the distance r across the open ends, have the
same value as those in the periodic chain.18 We have observed
the same phenomena as shown in Figs. 3 and 4 for several
parameter sets of (",M). The results indicate that correlation
functions, and presumably all observables, in the ground state
of systems with SSD become equal to those in uniform periodic
systems.

We note that for the two-leg ladder with zero magnetization,
M = 0, which has an energy gap above the singlet ground state,
the spin correlation decays exponentially even in systems with
SSD and no recovery of the correlation between edge spins
is observed. This suggests that the SSD does not work for
spin-gapped systems.

Wave functions. Finally, we discuss the overlap of ground-
state wave functions. Using the exact diagonalization method,
we calculated the ground-state wave function |vSSD⟩ of an
XXZ chain, Eq. (2), with SSD for L ! 24 and several sets of
(",M), and compared it with the ground-state wave function
|vPBC⟩ of the uniform periodic chain. We then found that the
overlap of those ground-state wave functions is very close to
unity; the deviation from unity is at most |1 − ⟨vSSD|vPBC⟩| "
10−3 and exactly 0 within the numerical accuracy of 10−14

for the XX case (" = 0). The result indicates that the ground
states |vSSD⟩ and |vPBC⟩ are equivalent at the level of the wave
function.18

We note that the equivalence of the ground-state wave
functions is not trivial even in the case of an XX chain [Eq. (2)
with " = 0]. Through the Jordan-Wigner transformation, the
XX chain is mapped onto the free fermion system and the
one-particle eigenstates of the periodic chain are simple plane
waves. In contrast, the Hamiltonian of an open chain with SSD
is not translationally invariant and its one-particle eigenstates
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We introduce a new type of boundary conditions, smooth boundary conditions, for numerical studies
of quantum lattice systems. In a number of circumstances, these boundary conditions have substantially
smaller finite-size eAects than periodic or open boundary conditions. They can be applied to nearly any
short-ranged Hamiltonian system in any dimensionality and within almost any type of numerical ap-
proach.

PACS numbers: 02.70.—c, 05.30.Fk, 75.10.3m

In most numerical calculations for quantum systems,
periodic boundary conditions (PBC's) are the accepted
standard. There are a number of situations, however,
where PBC's are inadequate. In systems with some form
of incommensurate order, for example, very large system
sizes are needed to approximate the incommensurate be-
havior of the infinite system, and in mean-field methods,
where a number of iterations are required to achieve con-
vergence, the system can get stuck in a commensurate
state far from the desired incommensurate order. Anoth-
er example, which forms the primary motivation for this
work, stems from the density-matrix renormalization
group (RG) method [1]. This new real-space numerical
method has proven to be extremely accurate for Heisen-
berg spin chains [2], but for greatest accuracy require-
ments are that the chain not form a closed loop, as in
PBC's. This poses no great inconvenience for the 5=l
chain, where there is a finite correlation length, but is
quite inconvenient for half-integer spin chains (and most
1D fermion systems), where boundary effects decay as a
power law.
Recently, new types of boundary conditions, such as

self-determined boundary conditions [3] and nebula
boundary conditions [4], have been studied in conjunction
with quantum Monte Carlo simulations, but cannot be
generalized in an easy manner to any arbitrary system or
to other types of numerical techniques. In this paper we
introduce a new type of boundary conditions, smooth
boundary conditions (SBC's), which in the circumstances
listed above perform better than PBC's and open bound-
ary conditions (OBC's). The main idea of these new

boundary conditions is to smoothly "turn off" (set to
zero) the parameters of the Hamiltonian near the edges
of the system. Surprisingly, in many cases where PBC's
or OBC's perform very well, SBC's perform better. They
can be applied to numerical calculations for nearly any
system with local interactions in any number of dimen-
sions.
After introducing the ideas of SBC's, we will illustrate

their use in several systems. The ideas behind SBC's are
closely related to the summation of infinite series and the
Borel transform, and we will motivate their development
by first discussing accelerated convergence of numerical
series.
Let s„=P~-Oa~ be a slowly converging alternating

series, with s =lim„s„. For example, we can consider
the series

a =(—1) /in[in(m+3)] .

The summation of such a series can be viewed as a ter-
mination problem; if we stop with an odd number of
terms, we get a positive result, while stopping with an
even number gives a negative result. We would like to
find some way of terminating the series in a way that does
not bias between an odd and even number of terms. We
can do this by constructing a smoothing function, c, and
taking

Ms=pa c (2)
m=0

The smoothing function is conveniently described as a
continuous function y(x), 0~ x ~ 1, with y(0) =1 and
y(1) =0, samples at a discrete set of M points,
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c -y(m/M),
with 0 (m (M. An eA'ective choice for y(x) is

y(x) =—1 —tanh1 x —1/2
2 x(1—x) (4)

1.0

0.8

0.6

This approach is remarkably successful at summing a
wide variety of common, slowly converging, alternating
series, such as those for z, ln2, etc. , attaining results ac-
curate to 10 or 12 digits with 100 terms. Convergence is
roughly exponential with M. For the series in Eq. (1), we
obtain the result s =8.749551241(2) with M =100. The
same c 's are used for each series, and the total numeri-
cal work is extremely small. Note that all derivatives of y
are zero at 0 and 1; in fact, the function has essential
singularities at 0 and 1. These properties are crucial for
effective termination of a series; for example, if the func-
tion y(x) =(1—x ) is used, for which y"&0 at 0 and 1,
convergence is only quadratic in 1/M.
This procedure is closely related to the Borel transform

[5], which is usually applied to divergent series. The
Borel transform of the series s is defined as

0.4

0.0
10 20 30 40

FIG. I. The smoothing function, c, as a function of the lat-
tice site, m. The solid line corresponds to Eq. (4) in the text,
and the squares correspond to the smoothing function derived
from the Borel transform defined through Eq. (8).

We consider an L-site lattice with hopping matrix ele-
ment t;, centered at F. =0, with Fermi level eF, and Ham-
iltonian matrix

aa(x)= g x
m=o m!

From the definition of a(x) it follows trivially that

(5) Hij ~i ~j,i+1 ~j ~i,j +1 ~ (9)
Ordinarily t; (which gives the hopping between sites i and
i+ I) is a constant t. To apply SBC's we set

s = dxe "a(x) .&0
The standard use of the Borel transform is to calculate
a(x) and then perform the integration; however, here
we will not calculate a(x). We will only assume that
a(x)e "is negligible for x greater than a cutoff M'. We
take M' as the upper limit of the integral in Eq. (6), then
replace a(x) by its definition Eq. (5), and exchange the
sum and integral. We obtain

s=ga c (M'),
m=0

where

(7)

—M'
n=m+i

(8)

For m & M =2M', c (M') is completely negligible, and
the sum in Eq. (7) can be terminated, yielding Eq. (2).
In Fig. I we show both c as defined in Eq. (8) with
M'=20, and y(m/M) as defined in Eq. (4) with M =40.
The Borel approach and the approach using Eq. (4) are
roughly equally eA'ective at summing common series.
However, the Borel form is slightly less convenient, since
one must chose both M and M'.
This approach to numerical series is largely pedagogi-

cal; there are probably even more efticient ways to sum
such series. To apply these ideas to reduce finite-size
effects in a general Hamiltonian system, we consider first
a trivial example, a one-dimensional tight-binding chain.

cM—;, 1~I ~M,
t/t= I, M(i ~L—M,

c;—L+M L—M &i &L.
(10)

Hl ~J ~l ~J, l + I ~J ~i,J + 1 +~i,j ~F ~l—i+~i
2E

Note that Eq. (11) explicitly depends on eF, whereas Eq.
(9) does not. This Hamiltonian reproduces the properties
of the infinite system extremely well, even on a relatively
small lattice.
If OBC's are used on this system, edge effects produce

slowly decaying Friedel-type oscillations in local proper-
ties, such as the density. PBC's work much better, but
still, the typical energy level spacing decays only as I/L
SBC's concentrate more states at eF than elsewhere. The
advantages of this are apparent in Fig. 2, where we plot

Here c; is the smoothing function defined by Eq. (4) or
Eq. (8).
We also need to adjust the diagonal elements of H. A

general rule for applying SBC's is that in the limit that
the width of the smoothing region M ~, the local
properties of the system should be constant with I.. In this
case the Fermi level t.'F is constant across the system, so
that, as we vary the local bandwidth, we must shift the
band center so that eF strikes the band in the same rela-
tive position. Thus, Eq. (9) becomes
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FIG. 2. The average kinetic energy, (K), as a function of the
chemical potential, p, for the noninteracting one-dimensional
tight-binding chain with L =30 sites. For SBC s the smoothing
occurs on the leftmost and rightmost 10 sites.

+g U ni 1 ni l g'pint, ~, (12)

which consists of a system of electrons with an on-site
interaction with coupling constant U;. Here t; is the
nearest-neighbor hopping parameter between sites i and
i+1, and p; is the chemical potential. The c;~ are fer-
mion creation operators at site i with spin a, and
n; =c;t c; . Here t;/t is scaled according to the left-
hand side of Eq. (10) when we use SBC's and U;/U
=p;/p =(1/2t)(t; i+t;), where t, U, and p are the bulk
values.
Applying the Hartree-Fock approximation, we rewrite

the density operators as

n; =(n; )+Bn; =(n; )+(n; —(n; )) . (13)
We then insert Eq. (13) in the Hamiltonian of Eq. (12),
ignore terms quadratic in the density Auctuations, 6n;
and obtain the efTective Hartree-Fock Hamiltonian

H H F g ti (ci, crci + 1,o + ci~+ 1,~i, cr )

the average kinetic energy per site, (K), as a function of
the chemical potential, p = eF. The choice of PBC's
shows the presence of discontinuous jumps, typical of a
finite-size system. On the other hand, the use of SBC's
eliminates the discontinuities in (K) already on a system
as small as L =30 sites, and agrees extremely well with
the infinite system results. The Friedel-like edge eAects
are also absent (not shown).
We next consider incommensurate spin-density-wave

order in the positive-U 1D Hubbard Hamiltonian [6]
within a mean-field approximation. The Hubbard Ham-
iltonian is

H

gati

(ci,oct+i a+ci+I +cia),

FIG. 3. The incommensurate spin-density-wave vector, q, on
a Hubbard chain as a function of the chemical potential, p.
The chain has L =30 sites, the on-site repulsion is U/t =2.0,
and for the SBC's the smoothing occurs on the leftmost and
rightmost l0 sites. Here q is rescaled by L/rr in order to show
that with PBC's the spin density wave is commensurate with the
lattice.

where we have dropped all constant terms. This Hamil-
tonian can be easily diagonalized, and solutions can be
found self-consistently by iteration. Previous studies us-
ing PBC's and OBC's have shown that the Hamiltonian
in Eq. (14) has both spin and charge incommensurate
density waves [7,8]. Here we will show that the incom-
mensurate wavelength for the bulk can be already deter-
mined to high accuracy on a small lattice using SBC's
but not with standard boundary conditions.
In Fig. 3 we show the incommensurate spin-density-

wave vector q as a function of the chemical potential,
p=eF, on a lattice with L =30 sites. We find that when
applying PBC's to the system, q takes only commensu-
rate, discrete values. On the other hand, when consider-
ing SBC's with all energy scales (t;/t and U;/U) decreas-
ing on the rightmost and leftmost 10 sites according to
the smooth function defined in Eq. (10), we see that q in-
creases smoothly with p in agreement with the infinite
lattice results, which were derived from solving the sys-
tem on larger lattices (L =120,180 sites) with OBC's and
SBC's and finding no changes in the results upon increas-
ing L or changing types of boundary conditions. It is
clear from Fig. 3 that, even on a small lattice (L =30),
SBC's give results that are in good agreement with the
results in the bulk.
To show that the application of SBC's is not only

efTective for noninteracting systems or within mean-field
theories, we studied the Heisenberg chain using the
density-matrix RG approach [1,2]. Here, we consider an
antiferromagnetic S= 2 Heisenberg chain described by
the Hamiltonian

+g (U;(n; ) p;)n;— (14)
L

H= g I S"S.+i (1S)
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推測できることが多い。 
（粗悪品は値段の割に口径が大！）



* Corner Hamiltonian ~ Entanglement Hamiltonian
- Okunishi proposed a quantum counterpart of CTMRG
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2

the eigenvalue spectrum of the corner Hamiltonian can
be scaled by one parameter to the corresponding spec-
trum(logarithm) of the reduced density matrix. More-
over, we analyze the “spectral flow” of the corner Hamil-
tonian for the S = 1 bilinear-biquadratic chain. In §5, we
summarize our results and discuss further implications of
the eigenvalue spectrum of the corner Hamiltonian.

II. FORMULATION

A. definitions

In this section we consider the S = 1/2 XXZ spin chain
for convenience. However, the arguments in the following
can be generalized straightforwardly to the general 1D
quantum systems. We write the local Hamiltonian of the
XXZ spin chain as

hn,n+1 = Sx
nS

x
n+1 + Sy

nS
y
n+1 +∆Sz

nS
z
n+1, (3)

where S⃗ is the S = 1/2 spin(not Pauli) matrix. The
matrix element of (3) is labeled by the spin indices sn,
sn+1 and s′n, s

′
n+1. However, we do not show explicitly

such spin indices without necessity.
Let us denote the Hamiltonian of N spins as

HN =
N−1∑

n=1

hn,n+1, (4)

for which the free boundary condition is basically as-
sumed. In the context of the DMRG, HN is the right-
half(or left-half) block of the total Hamiltonian and, in
this labeling of the site index, n = 1(N) is assigned to
the center(edge) of half of the system.
We further define the corner Hamiltonian as

KN =
N−1∑

n=1

nhn,n+1, (5)

whose graphical representation is depicted in Fig. 1. As
noted in the introduction, the corner Hamiltonian is the
generator of the CTM for the integrable models. Thus,
(5) contains N(N − 1)/2 local bonds, corresponding to
the quadrant of the 6-vertex model. Here, we note that
KN is clearly an Hermite matrix.

B. recursion relation

In order to formulate the real-space renormalization
group for the corner Hamiltonian, we have to set up the
recursion relation for matrices having different dimension
sizes. For this purpose, we introduce some notations for
a 2N × 2N matrix X :

X∗
N = δ(s1, s

′
1)XN, (6)

1 2 3 NN-1....

N-1

....KN =

FIG. 1: Graphical representation of corner Hamiltonian KN.
White circles indicate spins and the lines connecting two spins
mean the local interaction hn,n+1. The horizontal lines are
“stacked” to become the corner Hamiltonian.

where the row index of XN is labeled s2 · · · sN+1 and thus
X∗

N has the index s1, s2 · · · sN+1. Similarly, we also use
X∗∗

N−1 = δ(s1, s′1)δ(s2, s
′
2)XN−1.

We then construct the recursion relation of the corner
Hamiltonians between N and N+1. As is illustrated in
Fig.2, we can decomposeKN+1 into three pieces and then
find

KN+1 = h1,2 +H∗
N +K∗

N. (7)

However, this relation contains both of H and K, which
is not convenient for capturing the eigenvalue structure
of the corner Hamiltonian directly. In order to eliminate
H∗

N in (7), we exploit a supplemental recursion relation
for H∗

N which is represented as

H∗
N = K∗

N −K∗∗
N−1. (8)

We can thus construct the recursion relation consisting
of the corner Hamiltonians

KN+1 = h1,2 + 2K∗
N −K∗∗

N−1. (9)

A key point on (9) is that we have derived the recursion
relation between the corner Hamiltonians for three sizes
(N+1,N,N−1) rather than for the two sizes (N+1,N) by
eliminating H∗

N. Here, it should be noted that such a
construction of the recursion relation is almost parallel
to the “logarithm” of Baxter’s recursion relation for the
CTMs[9].

1 2 N+1....

....

....

2 N+1=
+

2 N+1
+

1 2
K H

K

hN+1 1,2 N
*

N
*

FIG. 2: Graphical representation of recursion relation (7).

We next convert the bases of the matrices into the
representation diagonalizing KN:

KNUN = UNωN, (10)

cond-mat/0507195

- Hyperbolic “deformation” can be considered

J. Phys. Soc. Jpn. Full Paper Author Name 3

We call the deformation from H in Eq. (2.1) to Hcosh(λ)
introduced here as the hyperbolic deformation in the fol-
lowing.
Let us extend the shift operation S and its conjugate

S† to Hamiltonians of finite size systems. A natural way
is to consider that the operation modifies the coefficients
of the neighboring interactions as follows

cosh jλ → cosh(j − 1)λ . (3.2)

Then the shift operation on Hcosh(λ) is defined as

S Hcosh(λ)S† =
N
∑

j=−N

cosh(j − 1)λ hj,j+1 . (3.3)

Taking the weighted difference between Hcosh(λ) and
S Hcosh(λ)S† we obtain the relation

Hcosh(λ)−
1

coshλ
S Hcosh(λ)S† (3.4)

= tanhλ
N
∑

j=−N

sinh jλ hj,j+1 = tanhλHsinh(λ) ,

where Hsinh(λ) introduced here represents deformed
Hamiltonian of another type

Hsinh(λ) =
N
∑

j=−N

sinh jλ hj,j+1 , (3.5)

which is decoupled at the origin j = 0. Similar to
Eq. (3.4), the deformed Hamiltonian Hcosh(λ) can be
obtained from Hsinh(λ) by the following weighted differ-
ence

Hsinh(λ)−
1

coshλ
S Hsinh(λ)S† = tanhλHcosh(λ) .

(3.6)
The relations Eqs. (3.4) and (3.6) can be regarded as
one parameter deformation to the translational invari-
ance SHS† = H , which is satisfied by the uniform Hamil-
tonian in Eq. (2.1).
Following the convention in the infinite system DMRG

method, let us divide Hcosh(λ) into three parts

Hcosh(λ) = HL(λ) + h0,1 +HR(λ) , (3.7)

where HL(λ) and HR(λ) are defined as follows

HL(λ) =
−1
∑

j=−N

cosh jλ hj,j+1

HR(λ) =
N
∑

j=1

cosh jλ hj,j+1 . (3.8)

We also divide Hsinh(λ) in the same manner

Hsinh(λ) = CL(λ) + CR(λ) , (3.9)

where CL(λ) and CR(λ) are defined as follows

CL(λ) =
−1
∑

j=−N

sinh jλ hj,j+1

CR(λ) =
N
∑

j=1

sinh jλ hj,j+1 . (3.10)

These are deformations to the corner Hamiltonian,12, 13

since in the limit λ → 0 we obtain the relation

lim
λ→0

CR(λ)

sinhλ
=

N
∑

j=1

j hj,j+1 . (3.11)

We have shown the relation between Hcosh(λ) and
Hsinh(λ) for the same system size 2N +2. We then focus
on recursion relations, which connects systems of differ-
ent sizes. Let us introduce Baxter’s star notation12, 13

H∗
R(λ) =

N
∑

j=2

cosh(j − 1)λ hj,j+1

C∗
R(λ) =

N
∑

j=2

sinh(j − 1)λ hj,j+1 . (3.12)

We then obtain recursion relation

CR(λ) =
N
∑

j=1

sinh
[

(j − 1)λ+ λ
]

hj,j+1 (3.13)

= coshλ C∗
R(λ) + sinhλ

[

h1,2 +H∗
R(λ)

]

,

and similarly we obtain

HR(λ) =
N
∑

j=1

cosh
[

(j − 1)λ+ λ
]

hj,j+1 (3.14)

= coshλ
[

h1,2 +H∗
R(λ)

]

+ sinhλ C∗
R(λ) .

If we introduce the double star notations

H∗∗
R (λ) =

N
∑

j=3

cosh(j − 2)λ hj,j+1

C∗∗
R (λ) =

N
∑

j=3

sinh(j − 2)λ hj,j+1 , (3.15)

we can decouple the recursion relations as follows

HR(λ) = coshλ h1,2 − h2,3 + 2 coshλ H∗
R(λ) −H∗∗

R (λ)

CR(λ) = sinhλ h1,2 + 2 coshλ C∗
R(λ) − C∗∗

R (λ) . (3.16)

These relations would be of use when one applies nu-
merical renormalization group methods1, 2, 6, 13 to the de-
formed HamiltonianHcosh(λ) in order to obtain its eigen-
states.

4. Numerical Observations

One might conjecture that the hyperbolic deformation
violates uniform property of the system, since the bond
interaction strength is modified. But for the ground state
this intuition is not always true. For example, one can
show that the valence bond solid (VBS) state of S = 1
spin chains is not violated by the hyperbolic (or even
exponential) deformation. We observe another example,
the ground state of the deformed S = 1/2 Heisenberg
spin chain in this section.
Figure 1 shows the nearest neighbor spin correlation

function ⟨sZj s
Z
j+1⟩ calculated for the ground state of 400-

site system when λ = 0, 0.05, and 0.1. We keep m =
130 states at most for the block spin variables in the
calculation by the finite system DMRG method. When

a path to “spherical” deformation

arXiv:0808.3858Spherical deformation 3

the case of a positive constant curvature, where the classical fields are on a sphere. The

corresponding Hamiltonian can be written as

HSph. =
N/2−1
∑

ℓ=−N/2

cos(aℓ) hℓ,ℓ+1 , (5)

where the parameter a is adjusted so that the deformation parameter Aℓ = cos(aℓ)

decreases to zero at the system boundary. We call such a modification in the bond

strength as the spherical deformation due to a reason which we will explain in the

following. We analyze the ground state |Ψ0(a)⟩ of this Hamiltonian and calculate the

finite size correction in the energy per site. It turns out that the correction is as small

as that calculated for the system with periodic boundary conditions.
Structure of this article is the following. In the next section we introduce a spinless

Fermion system and for tutorial purpose, the finite size effect is reviewed for chains with

open and periodic boundary conditions. In Sec. 3 we show our numerical results obtained

from the diagonalization of the spherically deformed Hamiltonian HSph. in Eq. (5). In

Sec. 4 we consider geometrical meaning of the spherical deformation using the Trotter

decomposition applied to the deformed Hamiltonian. We summarize the obtained results
in the last section and discuss dynamical properties of spherically deformed systems.

2. Energy corrections in the free fermion system

As an example of a one-dimensional quantum system, we consider the tight-binding

Hamiltonian

H = −t
∑

ℓ

(

c†ℓcℓ+1 + c†ℓ+1cℓ

)

+ µ
∑

ℓ

c†ℓcℓ (6)

for the spinless Fermions where t and µ are, respectively, the hopping parameter and the

chemical potential. For simplicity we set µ = 0 and treat the half-filled state throughout

this article. Before this Hamiltonian is deformed, let us observe ground state properties

for finite size systems with open and periodic boundary conditions.

First we consider an N -site open boundary system whose Hamiltonian is given by

HN
O = −t

N−1
∑

ℓ=1

(

c†ℓcℓ+1 + c†ℓ+1cℓ

)

. (7)

The one-particle eigenstate is represented by the wave function

ψN
O;m(ℓ) =

√

2

N + 1
sin

(

mπℓ

N + 1

)

, (8)

where m is the integer within the range 1 ≤ m ≤ N . The one particle energy is

εNO;m = −2t cos

(

mπ

N + 1

)

. (9)

* History in physics suggests the generalization to trigonometric deformations

arXiv:0810.0622
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Figure 1. Bond strength of the spherically deformed open-boundary system of the
size N = 12.
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Figure 2. Expectation value ⟨c†
ℓ
c
ℓ+1 + c†

ℓ+1cℓ⟩ of the spherically deformed lattice
Fermion model when N = 400. For comparison, we also plot the same expectation
value for the undeformed case.

3. Spherical deformation

Consider an N -site open boundary system described by the Hamiltonian

HN
S = −t

N/2−2
∑

ℓ=−N/2

cos

(

ℓ+ 1

N − 1
π

)

(

c†ℓcℓ+1 + c†ℓ+1cℓ

)

. (18)

If compared with the undeformed Hamiltonian HN
O in Eq. (7), the strength of the

hopping term is scaled by the factor Aℓ = cos[(ℓ + 1)π/(N − 1)], which decreases

towards the system boundary. Figure 1 schematically shows such scale. For a reason
which we discuss in the next section, we call the deformation from HN

O to HN
S as the

spherical deformation. So far we have not obtained an analytic form of the one-particle

wave function ψN
S;m and the corresponding eigenvalue εNS;m. Thus, we calculate them

numerically by diagonalizing HN
S for the case where there is a particle in the system,

and obtain the ground state energy and expectation value ⟨c†ℓcℓ+1+c†ℓ+1cℓ⟩ at half filling.

… well, the prototype was “cosine 
deformation”, and not squared. 
How can one use the 
deformation? (I don’t know.)
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Figure 2. Expectation value ⟨c†
ℓ
c
ℓ+1 + c†

ℓ+1cℓ⟩ of the spherically deformed lattice
Fermion model when N = 400. For comparison, we also plot the same expectation
value for the undeformed case.

3. Spherical deformation

Consider an N -site open boundary system described by the Hamiltonian

HN
S = −t

N/2−2
∑

ℓ=−N/2

cos

(

ℓ+ 1

N − 1
π

)

(

c†ℓcℓ+1 + c†ℓ+1cℓ

)

. (18)

If compared with the undeformed Hamiltonian HN
O in Eq. (7), the strength of the

hopping term is scaled by the factor Aℓ = cos[(ℓ + 1)π/(N − 1)], which decreases

towards the system boundary. Figure 1 schematically shows such scale. For a reason
which we discuss in the next section, we call the deformation from HN

O to HN
S as the

spherical deformation. So far we have not obtained an analytic form of the one-particle

wave function ψN
S;m and the corresponding eigenvalue εNS;m. Thus, we calculate them

numerically by diagonalizing HN
S for the case where there is a particle in the system,

and obtain the ground state energy and expectation value ⟨c†ℓcℓ+1+c†ℓ+1cℓ⟩ at half filling.
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In the article we have published, we studied the finite-size correction to the energy per site
EN/N for the spherically deformed free fermion lattice, whose Hamiltonian is given by

Ĥ(n)
S =

N−1
X

ℓ=1

»

sin
ℓπ
N

–n
 

−t ĉ†
ℓ
ĉℓ+1 − t ĉ†

ℓ+1ĉℓ − µ
ĉ†

ℓ
ĉℓ + ĉ†

ℓ+1ĉℓ+1

2

!

(1)

for the case n = 1. While we proceeded to a further study on the spherical deformation, we noticed
the data shown in Figs. 2-7 were incorrect, and these figures corresponded to the Hamiltonian for the
case n = 2. This error happened due to a very primitive confusion in the file name of computational
source codes, and we misused the data with n = 2, instead of n = 1. We show appropriate data for
the typical case µ = 0, which corresponds to the half filling.
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Fig. 1. Bond correlations at half filling calculated

for Ĥ
(n)
S with n = 0, 1, and 2.
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Fig. 2. Finite-size corrections to the energy.

To correct the former Fig. 2, we draw Fig. 1 which shows bond correlation function ⟨ĉ†
ℓ
ĉℓ+1 +

ĉ†
ℓ+1ĉℓ⟩ calculated for ĤO = Ĥ(0)

S , Ĥ(1)
S , and Ĥ(2)

S . Compared with the correlation obtained by

ĤO, one finds that Ĥ(1)
S exhibits a weaker position dependence. Small fluctuations are, however,

present near the system boundary in contrast to the negligible dependence for Ĥ(2)
S . These position
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Fig. 3. Occupation ⟨c†
ℓ
c
ℓ
⟩ at quarter filling.

dependencies are related to the finite-size correc-
tions to the ground-state energy, as shown in Fig. 2,
which correspond to the former Fig. 4. For Ĥ(1)

S the
corrections are proportional to 1/N log N , in con-
trast to the 1/N2-dependence for Ĥ(2)

S . Figure 3
corresponds to the former Fig. 6, where the occu-
pation ⟨ĉ†

ℓ
ĉℓ⟩ is plotted with respect to ℓ. For Ĥ(1)

S

there is a density fluctuation near the system bound-
ary, while it is almost absent for Ĥ(2)

S . In conclu-
sion, the boundary effects are reduced by way of
the spherical deformation from Ĥ(0)

S to Ĥ(1)
S , but

the reduction effect is still insufficient in the sense
that the ground-state energy contains the logarith-
mic correction shown in Fig. 2.
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… finally we reach sin^2 form, … almost ACCIDENTALLY



What happened?
- I visited Aachen, to discuss with Andrej Gendiar in 2008.

… we considered a way of reducing the boundary effect in 1D chain.

The following picture came up, though I do not 
understand what it is even now. (open problem)
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with OBCs, where the leading order of the finite-size correction
is proportional to N−1. The correction of the same order also
exists for the energy per bond. With PBCs, one finds

E
(N)
0

N
= −2t

π
+ 2π t

3N2
+ O

(
1

N3

)
, (4)

where the leading correction is of the order of N−2. The
difference between Eqs. (3) and (4) chiefly comes from the
presence of the boundary energy which exists only when OBCs
are imposed.

The sinusoidal deformation introduces a position-
dependent energy scale gj = [sin(jπ/N )]m to each bond of
the system with OBCs, where m is the positive integer [13,14].
Deforming H(N) in Eq. (1), we obtain the corresponding
free-fermionic Hamiltonian

H(N)
sine = −t

N−1∑

j=1

[
sin

(
jπ

N

)]m

(c†j cj+1 + c
†
j+1cj ). (5)

We have not obtained an analytical solution for the one-particle
spectrum of H(N)

sine so far, except for the zero-energy state. Thus
we perform numerical analyses in the following investigations
on the ground state.

Since we are interested in the ground-state energy per site
(or per bond), we introduce the normalization factor

B(N) =
N−1∑

j=1

[
sin

(
jπ

N

)]m

=
N−1∑

j=1

gj , (6)

which is the sum of the deformation factors over the entire
system. When m is an odd positive integer, we have

B(N) =
(m−1)/2∑

ℓ=0

(−1)ℓ

(2ℓ)m−1

(
m
ℓ

)
cot

[
(m − 2ℓ)π

2N

]
, (7)

and when m is an even positive integer, we have

B(N) = N

2m

(
m

m/2

)
. (8)

We represent the ground-state energy of H(N)
sine at half filling by

the notation E
(N)
0 . It is expected that the normalized energy

e
(N)
0 = E

(N)
0

B(N)
(9)

converges to −2t/π in the large N limit in analogy to Eqs. (3)
and (4). We refer to e

(N)
0 in Eq. (9) as the energy per bond

in the following. As a convention, we set B(N) = N − 1 for
the system with OBCs, and B(N) = N with PBCs, where these
values just represent the number of bonds. Using this extended
definition of B(N), we can represent the energy per bond by
Eq. (9) regardless of the boundary condition or the presence
of deformation.

0 2×10
-4

4 ×10
-4

6×10
-4

8 ×10
-4

1×10
-3

N
 -2

-0.638

-0.636

-0.634

-0.632

-0.630

-0.628

-0.626

e 0(N
)

OBC
PBC
m = 1
m = 2
m = 3
m = 4
m = 5

3×10
-4

4 ×10
-4

5 ×10
-4

N
 -2

-0.6375

-0.6372

-0.6369

-0.6366

e 0(N
)

OBC
PBC
m = 1
m = 2
m = 3
m = 4
m = 5

FIG. 1. (Color online) Convergence of e
(N)
0 in Eq. (9) with respect

to N at half filling. We choose t as the unit of the energy. Data with
OBCs, PBCs, and the deformed cases with m = 1–5 are shown.

We regard t as the unit of the energy in the numerical
analyses. Figure 1 shows the N dependence of e

(N)
0 in Eq. (9)

for the undeformed systems with OBCs, PBCs, and the
deformed systems from m = 1 to 5. When the PBCs are
imposed, the convergence of e

(N)
0 with respect to N−2 is linear,

and there is an even-odd oscillation with respect to the particle
number N/2. Similarly, the linear N−2 dependence is observed
when m ! 2 under the sinusoidal deformation. In the case
m = 1, there is an additional logarithmic correction, as will be
shown later. It should be noted that when the particle number
N/2 is odd, e

(N)
0 obtained with the sinusoidal deformation

for m = 2 coincides with e
(N)
0 obtained with PBCs [17]. This

complete agreement is checked down to the smallest digit in
numerical precision. Throughout this paper we use the exact
diagonalization in order to reduce any numerical errors to
minimum.

In order to confirm the N−2 dependence of e
(N)
0 with the

sinusoidal deformation under m ! 2, we plot the difference
between e

(N)
0 obtained with PBCs (when N/2 is even) and e

(N)
0

with the sinusoidal deformation. To avoid any confusion, let
E

(N)
PBC and E(N)

sine denote the ground-state energy obtained with
PBCs and with the sinusoidal deformation, respectively. We
also use similar notation for the normalization factors B

(N)
PBC =

N and B(N)
sine for the normalization factor defined in Eq. (6).

Figure 2 depicts the magnified difference

N2[e(N)
PBC − e(N)

sine

]
≡ N2

[
E

(N)
PBC

B
(N)
PBC

− E(N)
sine

B
(N)
sine

]

(10)

when N is even. It is shown that the logarithmic cor-
rection N−2 log N is present when m = 1, and is absent
when m ! 2.

Figure 3 shows the spatial distribution of the bond correla-
tion function ⟨c†j cj+1 + c

†
j+1cj ⟩ at half filling when N = 1000.

The Friedel oscillations induced by the boundary are clearly
observed when OBCs are imposed (the asterisks), and weaker
oscillations are observed with the sinusoidal deformation when
m = 1. Only when m = 2, there are no oscillations at all; we

052118-2

a sphere has no border

let us focus on the width of 
each piece of paper.

Major contribution 
came from  
Andrej Gendiar



What happened?
- I visited Aachen, to discuss with Andrej Gendiar in 2008.

… we considered a way of reducing the boundary effect in 1D chain.

The following picture came up, though I do not 
understand what it is even now. (open problem)

any way, we checked the “cosine deformation” on 
the free fermion lattice, and confirmed that it 
reduces the boundary effect.

Spherical deformation 3

the case of a positive constant curvature, where the classical fields are on a sphere. The

corresponding Hamiltonian can be written as

HSph. =
N/2−1
∑

ℓ=−N/2

cos(aℓ) hℓ,ℓ+1 , (5)

where the parameter a is adjusted so that the deformation parameter Aℓ = cos(aℓ)

decreases to zero at the system boundary. We call such a modification in the bond

strength as the spherical deformation due to a reason which we will explain in the

following. We analyze the ground state |Ψ0(a)⟩ of this Hamiltonian and calculate the

finite size correction in the energy per site. It turns out that the correction is as small

as that calculated for the system with periodic boundary conditions.
Structure of this article is the following. In the next section we introduce a spinless

Fermion system and for tutorial purpose, the finite size effect is reviewed for chains with

open and periodic boundary conditions. In Sec. 3 we show our numerical results obtained

from the diagonalization of the spherically deformed Hamiltonian HSph. in Eq. (5). In

Sec. 4 we consider geometrical meaning of the spherical deformation using the Trotter

decomposition applied to the deformed Hamiltonian. We summarize the obtained results
in the last section and discuss dynamical properties of spherically deformed systems.

2. Energy corrections in the free fermion system

As an example of a one-dimensional quantum system, we consider the tight-binding

Hamiltonian

H = −t
∑

ℓ

(

c†ℓcℓ+1 + c†ℓ+1cℓ

)

+ µ
∑

ℓ

c†ℓcℓ (6)

for the spinless Fermions where t and µ are, respectively, the hopping parameter and the

chemical potential. For simplicity we set µ = 0 and treat the half-filled state throughout

this article. Before this Hamiltonian is deformed, let us observe ground state properties

for finite size systems with open and periodic boundary conditions.

First we consider an N -site open boundary system whose Hamiltonian is given by

HN
O = −t

N−1
∑

ℓ=1

(

c†ℓcℓ+1 + c†ℓ+1cℓ

)

. (7)

The one-particle eigenstate is represented by the wave function

ψN
O;m(ℓ) =

√

2

N + 1
sin

(

mπℓ

N + 1

)

, (8)

where m is the integer within the range 1 ≤ m ≤ N . The one particle energy is

εNO;m = −2t cos

(

mπ

N + 1

)

. (9)

We report the result as [v1] of arXiv:0810.0622

ATTENTION: we submit [v1] to Prog. Theor. Phys. 
Referee pointed that the boundary effect is reduced, but still there is. 

- Andrej proposed to consider cos^n also, since the function falls to 0 
MORE SMOOTHLY than cos^1. 

- I denied Andrej’s proposal, since cos^n contradict the above SPHERE.
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Figure 1. Bond strength of the spherically deformed open-boundary system of the
size N = 12.
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Figure 2. Expectation value ⟨c†
ℓ
c
ℓ+1 + c†

ℓ+1cℓ⟩ of the spherically deformed lattice
Fermion model when N = 400. For comparison, we also plot the same expectation
value for the undeformed case.

3. Spherical deformation

Consider an N -site open boundary system described by the Hamiltonian

HN
S = −t

N/2−2
∑

ℓ=−N/2

cos

(

ℓ+ 1

N − 1
π

)

(

c†ℓcℓ+1 + c†ℓ+1cℓ

)

. (18)

If compared with the undeformed Hamiltonian HN
O in Eq. (7), the strength of the

hopping term is scaled by the factor Aℓ = cos[(ℓ + 1)π/(N − 1)], which decreases

towards the system boundary. Figure 1 schematically shows such scale. For a reason
which we discuss in the next section, we call the deformation from HN

O to HN
S as the

spherical deformation. So far we have not obtained an analytic form of the one-particle

wave function ψN
S;m and the corresponding eigenvalue εNS;m. Thus, we calculate them

numerically by diagonalizing HN
S for the case where there is a particle in the system,

and obtain the ground state energy and expectation value ⟨c†ℓcℓ+1+c†ℓ+1cℓ⟩ at half filling.

What happened?
- I visited Aachen, to discuss with Andrej Gendiar in 2008.

… we considered a way of reducing the boundary effect in 1D chain.

The following picture came up, though I do not 
understand what it is even now. (open problem)



What happened? - Andrej was right, and there is one another side story.
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In the article we have published, we studied the finite-size correction to the energy per site
EN/N for the spherically deformed free fermion lattice, whose Hamiltonian is given by

Ĥ(n)
S =

N−1
X

ℓ=1

»

sin
ℓπ
N

–n
 

−t ĉ†
ℓ
ĉℓ+1 − t ĉ†

ℓ+1ĉℓ − µ
ĉ†

ℓ
ĉℓ + ĉ†

ℓ+1ĉℓ+1

2

!

(1)

for the case n = 1. While we proceeded to a further study on the spherical deformation, we noticed
the data shown in Figs. 2-7 were incorrect, and these figures corresponded to the Hamiltonian for the
case n = 2. This error happened due to a very primitive confusion in the file name of computational
source codes, and we misused the data with n = 2, instead of n = 1. We show appropriate data for
the typical case µ = 0, which corresponds to the half filling.
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Fig. 1. Bond correlations at half filling calculated

for Ĥ
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S with n = 0, 1, and 2.
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Fig. 2. Finite-size corrections to the energy.

To correct the former Fig. 2, we draw Fig. 1 which shows bond correlation function ⟨ĉ†
ℓ
ĉℓ+1 +

ĉ†
ℓ+1ĉℓ⟩ calculated for ĤO = Ĥ(0)

S , Ĥ(1)
S , and Ĥ(2)

S . Compared with the correlation obtained by

ĤO, one finds that Ĥ(1)
S exhibits a weaker position dependence. Small fluctuations are, however,

present near the system boundary in contrast to the negligible dependence for Ĥ(2)
S . These position
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c
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dependencies are related to the finite-size correc-
tions to the ground-state energy, as shown in Fig. 2,
which correspond to the former Fig. 4. For Ĥ(1)

S the
corrections are proportional to 1/N log N , in con-
trast to the 1/N2-dependence for Ĥ(2)

S . Figure 3
corresponds to the former Fig. 6, where the occu-
pation ⟨ĉ†

ℓ
ĉℓ⟩ is plotted with respect to ℓ. For Ĥ(1)

S

there is a density fluctuation near the system bound-
ary, while it is almost absent for Ĥ(2)

S . In conclu-
sion, the boundary effects are reduced by way of
the spherical deformation from Ĥ(0)

S to Ĥ(1)
S , but

the reduction effect is still insufficient in the sense
that the ground-state energy contains the logarith-
mic correction shown in Fig. 2.
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Extension to higher dimensional system
- It is always possible to consider Hyperbolic lattice or deformation.

- Slowest modulation on N-dimensional sphere would be an extension of SSD.

- What is the right Trotter decomposition between curved surface with 
constant curvature and corresponding quantum (lattice) system.

Trotter decomposition

Home Works (Conjectures)

Fuzzy space

- How does non commutable space can be deformed in the manner of SSD?



electric magnet: should it be a cylinder?

arXiv:1907.03539

Figure 1: Cutaway drawings of the spherical coil in a spherical shield (top) and the solenoidal

coil (middle) and spherical coil (bottom) in cylindrical shields, with three (left) and six (right)

current loops. The field lines – which are contours of ⇢A� [6] calculated from the formulae for

the vector potential provided here – enter the high-µ shields at normal incidence as expected.

3

Liu et al.

Hyperbolic helical coil?Spherical coil?

What is the most appropriate form 
for the high field magnet?

[The world of Classical Physics is quite Wide]



Do find something rectangular/cylindrical

fill this space. 

try to find on SNS.



Do find something rectangular/cylindrical

You are looking at  
rectangular screen. 

u phone, also.





以下、付録



境界条件 (Boundary Condition) というもの

a glass of water

a `pacific’ of water

drawing by active boundary

同じ水面でも、その性質は容れ物に
よってエラく変化する。

注) 文字が現れるのは一瞬だけ→



配管系の規模に応じて選定できます 

日立ウォータハンマ防止器 
日本水道協会品質認証センター認証登録品 

水撃防止に有効 

●MTシリーズ 
●DTシリーズ 
●WHシリーズ 

カタログ

境界の効果は「反射」として現れる

例えば水道では（通称）蛇口という 
境界があって、急に閉じると強い圧 
力波を発生させてしまう。

→ 反射を減じて「無限を演出」したくなることもある

―3 ―

MTシリーズ MT-500・MT-500H（日本水道協会品質認証センター認証登録品）

注 意

① 空気封入圧力は、ご注文の際にご指定ください。ご指定のない場合は弊社基準封入圧力での出荷となります。
② 基準封入圧力は、ご指定がない場合の弊社工場出荷時の封入圧力を示します。
③ 簡易選定表は、流速3.0ｍ/s.衝撃圧力0.981MPaを基準にしたものです。
④ 封入圧力は年１回点検及び調整してください。
⑤ 施工の際には、取扱説明書を必ずご一読ください。
⑥ 不明な点がございましたら、弊社または弊社販売店までお問い合わせください。

寸法（mm） 

内容積 

最高使用圧力 

最高衝撃圧力 

最高使用温度 

使用流速 

基準封入圧力 

接続口径 

ミニトロール（日本水道協会品質認証センター認証登録品） 

85.7×114.3 

164cc 

0.98MPa 

1.72MPa 

50℃（MT-500）/60℃（MT-500H） 

3.0m/s 

0.15MPa 

15A（1/2B） 

水栓が開かれて、水が流れ
ている状態。 

水栓が急閉止されると、水
がミニトロールの中に流入
し、ダイアフラムを介して
封入空気が圧縮され水撃が
防止・軽減されます。 

簡易選定表 

1/2 

3/4 

1

15 
22.2 
30 
7.5 
15 
22.2 
7.5 
15 
22.2

0.21 0.27 0.34 0.41 0.48 0.55 0.62 0.69 0.76
給水配管径 
（B） 

配管長さ 
（m） 

流水圧力　MPa

水栓（開放） 

放水 

水栓（急閉） 

ショック 

封入空気 

ショック吸収時の 
ダイアフラムの位置 

ポリプロピレン 
ライナー 接続口径 

15A 
（1/2B） 

85.7mm

114.3mm

使用状態に於ける 
ダイアフラムの位置 

ミニトロール500（MT-500）簡易選定方法 

製品仕様 

配管長さ・流水圧力及び給水配管径から簡易選定表を用いて必要台数を選定してください。 

ミニトロール作動参考断図 

1ヶ 
1ヶ 
 
1ヶ 
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1ヶ 
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2ヶ 
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2ヶ 

2ヶ 
 
 
 
 
2ヶ 

－ 

－ 
 
 
－ 

－ 
 
 
 
 
－ 

－ 
 
－ 

－ 
 
－ 

そこで、こんなものが裏で 
使われている、ことがある。



電気回路（や音響回路など）のインピーダンス整合も 
　境界からの信号反射を減じるための工夫である。

昔なつかしい SCSI のターミネーター

終端抵抗：ターミネーター 
　　　　　と呼ぶことが多い

Pub. No. DN-6.7.2JA
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境界を「てっとりばやく」消してしまう方法

むかい合う境界を「はり合わせて」
しまって、境界はないけれども閉じ
た空間を作る。

周期境界条件

1 次元井戸型ポテンシャルの問題では、x=0 と x=L 
を同一視して、空間を「輪」にしてしまう。→→

... でも、ちょっと、わざとらしくない？
空間を曲げないと輪にならないよ？？



ようやく、本日の問題設定：

有限な 1 次元の格子上でフェルミ粒子が飛び移る系

RAPID COMMUNICATIONS

CONNECTING DISTANT ENDS OF ONE-DIMENSIONAL . . . PHYSICAL REVIEW B 83, 060414(R) (2011)
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FIG. 3. (Color online) (a) Spin correlation functions ⟨Sα
j Sα

j ′ ⟩
(α = x,z) in an XXZ chain for L = 80 and (",M) = (0.5,0) as
a function of the distance |j − j ′|, where sites (j,j ′) are selected
as j = L/2 − [r/2] and j ′ = L/2 + [(r + 1)/2]. Squares and circles
represent DMRG data for an open chain with SSD and a uniform open
chain, respectively, while lines show the analytic result for a uniform
periodic chain. (b) Schematic showing the relation between pairs
(j,j ′) in the open chain with SSD and those in the periodic chain.

change of the ground state. We thus conclude that the change
in slope of EE is not peculiar to a specific model but a general
outcome of the SSD when applied to a critical model.

Correlation functions. We next investigate two-spin corre-
lation functions. Here, we consider a spin-1/2 XXZ chain
in the critical regime, for which the asymptotic forms of the
correlation functions are known to be

〈
Sx

0 Sx
r

〉
= Ax

0
(−1)r

rη
− Ax

1
cos(Qr)
rη+1/η

+ · · · , (7)

〈
Sz

0S
z
r

〉
− M2 = − 1

4π2ηr2
+ Az

1
(−1)r cos(Qr)

r1/η
+ · · · , (8)

where Q = 2πM . The exponent η and the amplitudes Ax
0 , Ax

1 ,
and Az

1 were obtained as a function of " and M .11,15–17 Figure 3
shows DMRG results for ground-state correlation functions in
an XXZ chain, Eq. (2), with SSD. We also plot DMRG data
for a uniform open chain as well as the analytic result for a
uniform periodic chain; the latter is obtained by replacing r in
Eqs. (7) and (8) with L

π
sin( π |j−j ′|

L
). As shown in Fig. 3, the

results for the open chain with SSD agree almost completely
with those for the periodic chain.

Figure 4(a) shows the ground-state correlation function
⟨Sj · Sj ′ ⟩ in a small system calculated by exact diagonalization.
Data are plotted as a function of position j and “distance” r =
min(|j − j ′|,L − |j − j ′|) [see Fig. 4(b)]. We again observe

0 10 20
0

0.2

0.4

(−
1)

| j
−

j′|
〈S

j
S

j′
〉

j

XXZ chain, ∆=1.0, M=0

r =1

r =2
r =3
r =4
r =6
r =12

(a)

(b)
j j =j+r jj ′ ′=j+r-L

L1

FIG. 4. (Color online) (a) Spin correlation function (−1)r⟨Sj ·
Sj ′ ⟩, with j ′ = j + r (mod L), in an XXZ chain for L = 24 and
(",M) = (1.0,0) as a function of j and r . Symbols show data for an
open chain with SSD: crosses represent correlations between sites j

and j ′ = j + r (pairs “within” the chain), while squares represent
those between j and j ′ = j + r − L (pairs “across” the edges).
Lines show values of correlations in the uniform periodic chain.
(b) Schematic showing the two sites (j,j ′) at a “distance” r .

that the correlations in the open chain with SSD are in excellent
agreement with those in the uniform periodic chain; The
results are independent of position j , and more remarkably,
the correlations between sites j and j ′ = j + r − L, which
are located at the distance r across the open ends, have the
same value as those in the periodic chain.18 We have observed
the same phenomena as shown in Figs. 3 and 4 for several
parameter sets of (",M). The results indicate that correlation
functions, and presumably all observables, in the ground state
of systems with SSD become equal to those in uniform periodic
systems.

We note that for the two-leg ladder with zero magnetization,
M = 0, which has an energy gap above the singlet ground state,
the spin correlation decays exponentially even in systems with
SSD and no recovery of the correlation between edge spins
is observed. This suggests that the SSD does not work for
spin-gapped systems.

Wave functions. Finally, we discuss the overlap of ground-
state wave functions. Using the exact diagonalization method,
we calculated the ground-state wave function |vSSD⟩ of an
XXZ chain, Eq. (2), with SSD for L ! 24 and several sets of
(",M), and compared it with the ground-state wave function
|vPBC⟩ of the uniform periodic chain. We then found that the
overlap of those ground-state wave functions is very close to
unity; the deviation from unity is at most |1 − ⟨vSSD|vPBC⟩| "
10−3 and exactly 0 within the numerical accuracy of 10−14

for the XX case (" = 0). The result indicates that the ground
states |vSSD⟩ and |vPBC⟩ are equivalent at the level of the wave
function.18

We note that the equivalence of the ground-state wave
functions is not trivial even in the case of an XX chain [Eq. (2)
with " = 0]. Through the Jordan-Wigner transformation, the
XX chain is mapped onto the free fermion system and the
one-particle eigenstates of the periodic chain are simple plane
waves. In contrast, the Hamiltonian of an open chain with SSD
is not translationally invariant and its one-particle eigenstates
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We investigate the effect of a nonuniform deformation applied to one-dimensional (1D) quantum systems,
where the local energy scale is proportional to gj = [sin(jπ/N )]m determined by a positive integer m, site
index 1 ! j ! N − 1, and system size N . This deformation introduces a smooth boundary to systems with
open-boundary conditions. When m " 2, the leading 1/N correction to the ground-state energy per bond e

(N)
0

vanishes and one is left with a 1/N2 correction, the same as with periodic boundary conditions. In particular,
when m = 2, the value of e

(N)
0 obtained from the deformed open-boundary system coincides with the uniform

system with periodic boundary conditions. We confirm the fact numerically for correlated systems, such as the
extended Hubbard model, in addition to 1D free-fermion models.

DOI: 10.1103/PhysRevA.83.052118 PACS number(s): 03.65.Aa, 05.30.Fk, 71.10.Fd

I. INTRODUCTION

Periodic boundary conditions (PBCs) are often more
convenient than open-boundary conditions (OBCs), when
asymptotic properties of one-dimensional (1D) quantum sys-
tems are studied in the thermodynamic limit. This is partially
because boundary energy corrections exist under OBCs, where
eigenstates are not translationally invariant. Systems with
PBCs normally contain smaller finite-size effects, and this
property of PBCs is appropriate for accurate determination of
bulk properties by means of finite-size scaling [1–3].

In numerical studies of lattice models, OBCs are often
chosen for technical reasons. In particular, the majority of
practical numerical analyses by the density-matrix renormal-
ization group (DMRG) method [4–6] are performed under
OBCs. Concerning finite-size systems with PBCs, the crucial
point in DMRG is the ring-shaped geometry, which reduces
the decay rate of singular values [7]. Although recent progress
in DMRG and tensor product formalisms made it possible
to include the PBCs in a natural manner [7–10], numerical
implementation requires additional computational resources
as compared with conventional DMRG analyses.

A way of suppressing the boundary energy corrections
induced by OBCs is to introduce smooth boundary conditions
(SBCs) [11,12]. Recently we proposed a variant of the SBCs,
where the local energy scale of N -site systems is proportional
to the deformation function [sin(jπ/N)]2 specified by the site
index 1 ! j ! N − 1 [13,14]. This sine-squared deformation
(SSD) [15] completely suppresses the boundary effects when
the ground-state energy of a free-fermion model on a 1D lattice
is considered. In this paper we generalize the deformation
function, which is given by gj = [sin(jπ/N )]m, where m is a
positive integer [16]. In the next section, we examine the effect
of this sinusoidal deformation by gj up to m = 5 when it is
applied to the 1D free-fermion model. It is shown that the case
m = 2, the SSD, is the most efficient for the suppression of
the boundary effect.

Another trial in this paper is the application of SSD to
correlated systems. As typical examples of correlated systems,

we choose the spinless-fermion model with nearest-neighbor
interaction and the extended Hubbard model; we report the
numerical result obtained by DMRG in Sec. III. When the
interaction is present, the determination of the chemical
potential is nontrivial. We present a systematic way of solving
this problem in Sec. IV. We summarize results in the last
section.

II. SINUSOIDAL DEFORMATION

We start from the sinusoidal deformation applied to the
free-fermion model on the 1D lattice. Consider a tight-binding
model represented by the Hamiltonian

H(N) = −t

N−1∑

j=1

(c†j cj+1 + c
†
j+1cj ) − αt(c†Nc1 + c

†
1cN ), (1)

where N is the system size, and t is the hopping energy.
Operators c

†
j and cj represent the creation and annihilation of

fermions, respectively. The parameter α specifies the boundary
condition, where OBCs and PBCs correspond to α = 0 and
α = 1, respectively. (The choice α = −1 is known as the
antiperiodic boundary conditions, which we do not treat in this
paper.) For each boundary condition, the one-particle energy
is expressed as

εℓ =
{

−2t cos
(

πℓ
N+1

)
for OBC (α = 0),

−2t cos
( 2πℓ

N

)
for PBC (α = 1),

(2)

where the energy index ℓ runs from 1 to N . The ground-state
energy E

(N)
0 at half filling is obtained as the sum of εℓ below

the Fermi energy εF = 0.
Throughout this paper we focus on the system size

dependence on the energy per site E
(N)
0 /N or the energy per

bond, which is E
(N)
0 /N under PBCs and is E

(N)
0 /(N − 1) under

OBCs. After a short algebra, one obtains

E
(N)
0

N
= −2t

π
+ t

N

(
1 − 2

π

)
+ O

(
1

N2

)
(3)
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空間が離散的、つまり「並んだ格子点」で表現されている点を除いて、井戸型
ポテンシャルと全く同じ問題。この格子上に置かれた粒子は、確率振幅 -t で左
右の格子に飛び移り、境界である j = 1 や j = N から外へ、つまり j = 0 や j = 
N+1 へと出て行くことはない。

粒子を格子点の数の半分まで入れて、物理量を 
観察してみよう。（フェルミ粒子だから、波動 
関数はスレーター行列式で与えられる。）
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FIG. 2. (Color online) Asymptotic behavior of e
(N)
0 for the

deformed chains when 1 ! m ! 5 with respect to e
(N)
0 of the system

with PBCs. We choose t as the unit of the energy. A logarithmic
correction is present when m = 1.

checked the uniformity (the translation invariance) of the bond
correlation function down to 16 digits in numerical precision.
When m " 3, the boundary effects appear again. In this case
the bond correlation function toward the system boundary
does not oscillate, and decreases in monotonic manner. Such
behaviors for each m might be related to the suppression of
the boundary corrections in e

(N)
0 .

We compare the efficiency of SSD (m = 2) with the SBCs
proposed in Refs. [11] and [12]. Figure 4 shows the bond
correlation function for both cases at half filling, where the
length of the boundary area in the SBC is chosen as M = 10
and 30 when the system size is N = 1000. Although bulk
property is well captured by the SBC already for M = 30,
boundary fluctuations are still present. On the other hand,
the bond correlation function is almost uniform away of the
boundary.
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FIG. 3. (Color online) Expectation value of the bond correlation
function ⟨c†j cj+1 + c

†
j+1cj ⟩ with respect to j under sinusoidal defor-

mation.
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FIG. 4. (Color online) Comparison of the expectation value of
the bond correlation function at half filling under SSD (m = 2) and
a SBC in Refs. [11] and [12]. The number M in the case of the SBC
specifies the length of area where the interactions are modified near
the system boundary. The bottom graph shows the numerical details
when M = 30 (SBC) with respect to SSD.

Now we discuss the way of treating the deformed system
away from half filling. For the undeformed systems with OBCs
or PBCs, it is sufficient to include the chemical potential
term − µ

∑N
j=1 nj in Eq. (1), where nj = c

†
j cj is the number

operator. The value of µ adjusts the Fermi energy to zero, and
is given by

µ(f ) = − 2t cos(πf ), (11)

where f is the filling factor,

f = 1
N

N∑

j=1

⟨nj ⟩. (12)

A natural way of introducing µ(f ) under the sinusoidal
deformation is to write down the Hamiltonian as a sum of
the local terms,

H(N)
sine =

N− 1∑

j=1

[
sin

(
jπ

N

)]m

hj,j+1 =
N− 1∑

j=1

gjhj,j+1, (13)

where µ(f ) is included in the bond operator,

hj,j+1 = − t(c†j cj+1 + c
†
j+1cj ) − µ

2
(nj + nj+1). (14)

In order to confirm the validity of these constructions in
Eqs. (11)–(14), we carried out numerical calculations for
the selected fillings f = 1/4 and f = 1/8. Figure 5 shows
the N − 2 dependence of e

(N)
0 = E

(N)
0 /B(N), where E

(N)
0 is the

ground-state energy for each filling. We plot the data only when
the particle number p ≡ f N is even. Analogous to half filling,
the bond energy e

(N)
0 with PBCs coincides with that obtained

052118-3

格子点の半分の数の粒子を放り込んで、再近接相関関数を計算してみると？ 
m = 2 で、境界効果が「ほとんど」消失してしまった。 
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with OBCs, where the leading order of the finite-size correction
is proportional to N−1. The correction of the same order also
exists for the energy per bond. With PBCs, one finds

E
(N)
0

N
= −2t

π
+ 2π t

3N2
+ O

(
1

N3

)
, (4)

where the leading correction is of the order of N−2. The
difference between Eqs. (3) and (4) chiefly comes from the
presence of the boundary energy which exists only when OBCs
are imposed.

The sinusoidal deformation introduces a position-
dependent energy scale gj = [sin(jπ/N )]m to each bond of
the system with OBCs, where m is the positive integer [13,14].
Deforming H(N) in Eq. (1), we obtain the corresponding
free-fermionic Hamiltonian

H(N)
sine = −t

N−1∑

j=1

[
sin

(
jπ

N

)]m

(c†j cj+1 + c
†
j+1cj ). (5)

We have not obtained an analytical solution for the one-particle
spectrum of H(N)

sine so far, except for the zero-energy state. Thus
we perform numerical analyses in the following investigations
on the ground state.

Since we are interested in the ground-state energy per site
(or per bond), we introduce the normalization factor

B(N) =
N−1∑

j=1

[
sin

(
jπ

N

)]m

=
N−1∑

j=1

gj , (6)

which is the sum of the deformation factors over the entire
system. When m is an odd positive integer, we have

B(N) =
(m−1)/2∑

ℓ=0

(−1)ℓ

(2ℓ)m−1

(
m
ℓ

)
cot

[
(m − 2ℓ)π

2N

]
, (7)

and when m is an even positive integer, we have

B(N) = N

2m

(
m

m/2

)
. (8)

We represent the ground-state energy of H(N)
sine at half filling by

the notation E
(N)
0 . It is expected that the normalized energy

e
(N)
0 = E

(N)
0

B(N)
(9)

converges to −2t/π in the large N limit in analogy to Eqs. (3)
and (4). We refer to e

(N)
0 in Eq. (9) as the energy per bond

in the following. As a convention, we set B(N) = N − 1 for
the system with OBCs, and B(N) = N with PBCs, where these
values just represent the number of bonds. Using this extended
definition of B(N), we can represent the energy per bond by
Eq. (9) regardless of the boundary condition or the presence
of deformation.
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FIG. 1. (Color online) Convergence of e
(N)
0 in Eq. (9) with respect

to N at half filling. We choose t as the unit of the energy. Data with
OBCs, PBCs, and the deformed cases with m = 1–5 are shown.

We regard t as the unit of the energy in the numerical
analyses. Figure 1 shows the N dependence of e

(N)
0 in Eq. (9)

for the undeformed systems with OBCs, PBCs, and the
deformed systems from m = 1 to 5. When the PBCs are
imposed, the convergence of e

(N)
0 with respect to N−2 is linear,

and there is an even-odd oscillation with respect to the particle
number N/2. Similarly, the linear N−2 dependence is observed
when m ! 2 under the sinusoidal deformation. In the case
m = 1, there is an additional logarithmic correction, as will be
shown later. It should be noted that when the particle number
N/2 is odd, e

(N)
0 obtained with the sinusoidal deformation

for m = 2 coincides with e
(N)
0 obtained with PBCs [17]. This

complete agreement is checked down to the smallest digit in
numerical precision. Throughout this paper we use the exact
diagonalization in order to reduce any numerical errors to
minimum.

In order to confirm the N−2 dependence of e
(N)
0 with the

sinusoidal deformation under m ! 2, we plot the difference
between e

(N)
0 obtained with PBCs (when N/2 is even) and e

(N)
0

with the sinusoidal deformation. To avoid any confusion, let
E

(N)
PBC and E(N)

sine denote the ground-state energy obtained with
PBCs and with the sinusoidal deformation, respectively. We
also use similar notation for the normalization factors B

(N)
PBC =

N and B(N)
sine for the normalization factor defined in Eq. (6).

Figure 2 depicts the magnified difference

N2[e(N)
PBC − e(N)

sine

]
≡ N2

[
E

(N)
PBC

B
(N)
PBC

− E(N)
sine

B
(N)
sine

]

(10)

when N is even. It is shown that the logarithmic cor-
rection N−2 log N is present when m = 1, and is absent
when m ! 2.

Figure 3 shows the spatial distribution of the bond correla-
tion function ⟨c†j cj+1 + c

†
j+1cj ⟩ at half filling when N = 1000.

The Friedel oscillations induced by the boundary are clearly
observed when OBCs are imposed (the asterisks), and weaker
oscillations are observed with the sinusoidal deformation when
m = 1. Only when m = 2, there are no oscillations at all; we
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with OBCs, where the leading order of the finite-size correction
is proportional to N−1. The correction of the same order also
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, (4)

where the leading correction is of the order of N−2. The
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are imposed.
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the notation E
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and (4). We refer to e
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in the following. As a convention, we set B(N) = N − 1 for
the system with OBCs, and B(N) = N with PBCs, where these
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We regard t as the unit of the energy in the numerical
analyses. Figure 1 shows the N dependence of e
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0 in Eq. (9)

for the undeformed systems with OBCs, PBCs, and the
deformed systems from m = 1 to 5. When the PBCs are
imposed, the convergence of e
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0 with respect to N−2 is linear,

and there is an even-odd oscillation with respect to the particle
number N/2. Similarly, the linear N−2 dependence is observed
when m ! 2 under the sinusoidal deformation. In the case
m = 1, there is an additional logarithmic correction, as will be
shown later. It should be noted that when the particle number
N/2 is odd, e

(N)
0 obtained with the sinusoidal deformation

for m = 2 coincides with e
(N)
0 obtained with PBCs [17]. This

complete agreement is checked down to the smallest digit in
numerical precision. Throughout this paper we use the exact
diagonalization in order to reduce any numerical errors to
minimum.

In order to confirm the N−2 dependence of e
(N)
0 with the

sinusoidal deformation under m ! 2, we plot the difference
between e

(N)
0 obtained with PBCs (when N/2 is even) and e
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0

with the sinusoidal deformation. To avoid any confusion, let
E

(N)
PBC and E(N)

sine denote the ground-state energy obtained with
PBCs and with the sinusoidal deformation, respectively. We
also use similar notation for the normalization factors B
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PBC =

N and B(N)
sine for the normalization factor defined in Eq. (6).

Figure 2 depicts the magnified difference
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when N is even. It is shown that the logarithmic cor-
rection N−2 log N is present when m = 1, and is absent
when m ! 2.

Figure 3 shows the spatial distribution of the bond correla-
tion function ⟨c†j cj+1 + c

†
j+1cj ⟩ at half filling when N = 1000.

The Friedel oscillations induced by the boundary are clearly
observed when OBCs are imposed (the asterisks), and weaker
oscillations are observed with the sinusoidal deformation when
m = 1. Only when m = 2, there are no oscillations at all; we
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In the article we have published, we studied the finite-size correction to the energy per site
EN/N for the spherically deformed free fermion lattice, whose Hamiltonian is given by

Ĥ(n)
S =

N−1X

ℓ=1

»
sin

ℓπ
N

–n
 
−t ĉ†ℓ ĉℓ+1 − t ĉ†ℓ+1ĉℓ − µ

ĉ†ℓ ĉℓ + ĉ†ℓ+1ĉℓ+1

2

!
(1)

for the case n = 1. While we proceeded to a further study on the spherical deformation, we noticed
the data shown in Figs. 2–7 were incorrect, and these figures corresponded to the Hamiltonian for the
case n = 2. This error happened due to a very primitive confusion in the file name of computational
source codes, and we misused the data with n = 2, instead of n = 1. We show appropriate data for
the typical case µ = 0, which corresponds to the half filling.

Fig. 1. Bond correlations at half filling calculated

for Ĥ
(n)
S with n = 0, 1, and 2.

Fig. 2. Finite-size corrections to the energy.

To correct the former Fig. 2, we draw Fig. 1 which shows bond correlation function ⟨̂c†ℓ ĉℓ+1 +

ĉ†ℓ+1ĉℓ⟩calculated for ĤO = Ĥ(0)
S , Ĥ(1)

S , and Ĥ(2)
S . Compared with the correlation obtained by

ĤO , one finds that Ĥ(1)
S exhibits a weaker position dependence. Small fluctuations are, however,

present near the system boundary in contrast to the negligible dependence for Ĥ(2)
S . These position

Fig. 3. Occupation ⟨c†ℓcℓ⟩ at quarter filling.

dependencies are related to the finite-size correc-
tions to the ground-state energy, as shown in Fig. 2,
which correspond to the former Fig. 4. For Ĥ(1)

S the
corrections are proportional to 1/N log N , in con-
trast to the 1/N2-dependence for Ĥ(2)

S . Figure 3
corresponds to the former Fig. 6, where the occu-
pation ⟨̂c†ℓ ĉℓ⟩is plotted with respect to ℓ. For Ĥ(1)

S

there is a density fluctuation near the system bound-
ary, while it is almost absent for Ĥ(2)

S . In conclu-
sion, the boundary effects are reduced by way of
the spherical deformation from Ĥ(0)

S to Ĥ(1)
S , but

the reduction effect is still insufficient in the sense
that the ground-state energy contains the logarith-
mic correction shown in Fig. 2.
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System-size dependence of the ground-state energy EN is investigated for N -site one-
dimensional (1D) quantum systems with open boundary condition, where the interaction
strength decreases towards the both ends of the system. For the spinless Fermions on the
1D lattice we have considered, it is shown that the finite-size correction to the energy per
site, which is defined as EN/N − limN→∞ EN/N , is of the order of 1/N2 when the reduction
factor of the interaction is expressed by a sinusoidal function. We discuss the origin of this
fast convergence from the viewpoint of the spherical geometry.

Subject Index: 021, 047, 397

§1. Introduction

A purpose of numerical studies in condensed matter physics is to obtain bulk
properties of systems in the thermodynamic limit. In principle numerical methods
are applicable to systems with finite degrees of freedom, and therefore occasionally
it is impossible to treat infinite system directly. A way of estimating the thermody-
namic limit is to study finite-size systems, and subtract the finite-size corrections by
means of extrapolation with respect to the system size.1),2)

As an example of extensive functions, which is essential for bulk properties,
we consider the ground state energy EN of N -site one-dimensional (1D) quantum
systems. In this article we focus on the convergence of energy per site EN/N with
respect to the system size N . In order to clarify the discussion, we specify the form
of lattice Hamiltonian

Ĥ =
∑

ℓ

ĥℓ,ℓ+1 +
∑

ℓ

ĝℓ , (1.1)

which contains on-site terms ĝℓ and nearest neighbor interactions ĥℓ,ℓ+1. We assume
that the operator form of ĥℓ,ℓ+1 and ĝℓ are independent of the site index ℓ, which
means that Ĥ is translationally invariant in the infinite N limit. It is possible to
include ĝℓ into ĥℓ,ℓ+1 by the redefinition

ĥℓ,ℓ+1 +
ĝℓ + ĝℓ+1

2
→ ĥℓ,ℓ+1 , (1.2)

Andrej Gendiar 氏が m = 2 の場合について集めた計算データを、メールで
受け取る際の「ドサクサ」で、私は m = 1 のデータだと思い込んで論文を
書いてしまった。↓ そして「運悪く」そのまま掲載されてしまった .....

科学者は「正直者」でなければならない。（但し論文を書く時「だけ」） 
「すんません、m=2 の間違いでした」という報告を書いて、その雑誌に 
掲載してもらった。
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with OBCs, where the leading order of the finite-size correction
is proportional to N−1. The correction of the same order also
exists for the energy per bond. With PBCs, one finds

E
(N)
0

N
= −2t

π
+ 2π t

3N2
+ O

(
1

N3

)
, (4)

where the leading correction is of the order of N−2. The
difference between Eqs. (3) and (4) chiefly comes from the
presence of the boundary energy which exists only when OBCs
are imposed.

The sinusoidal deformation introduces a position-
dependent energy scale gj = [sin(jπ/N)]m to each bond of
the system with OBCs, where m is the positive integer [13,14].
Deforming H(N) in Eq. (1), we obtain the corresponding
free-fermionic Hamiltonian

H(N)
sine = −t

N−1∑

j=1

[
sin

(
jπ

N

)]m

(c†j cj+1 + c
†
j+1cj ). (5)

We have not obtained an analytical solution for the one-particle
spectrum of H(N)

sine so far, except for the zero-energy state. Thus
we perform numerical analyses in the following investigations
on the ground state.

Since we are interested in the ground-state energy per site
(or per bond), we introduce the normalization factor

B(N) =
N−1∑

j=1

[
sin

(
jπ

N

)]m

=
N−1∑

j=1

gj , (6)

which is the sum of the deformation factors over the entire
system. When m is an odd positive integer, we have

B(N) =
(m−1)/2∑

ℓ=0

(−1)ℓ

(2ℓ)m−1

(
m
ℓ

)
cot

[
(m − 2ℓ)π

2N

]
, (7)

and when m is an even positive integer, we have

B(N) = N

2m

(
m

m/2

)
. (8)

We represent the ground-state energy of H(N)
sine at half filling by

the notation E
(N)
0 . It is expected that the normalized energy

e
(N)
0 = E

(N)
0

B(N)
(9)

converges to −2t/π in the large N limit in analogy to Eqs. (3)
and (4). We refer to e

(N)
0 in Eq. (9) as the energy per bond

in the following. As a convention, we set B(N) = N − 1 for
the system with OBCs, and B(N) = N with PBCs, where these
values just represent the number of bonds. Using this extended
definition of B(N), we can represent the energy per bond by
Eq. (9) regardless of the boundary condition or the presence
of deformation.
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FIG. 1. (Color online) Convergence of e
(N)
0 in Eq. (9) with respect

to N at half filling. We choose t as the unit of the energy. Data with
OBCs, PBCs, and the deformed cases with m = 1–5 are shown.

We regard t as the unit of the energy in the numerical
analyses. Figure 1 shows the N dependence of e

(N)
0 in Eq. (9)

for the undeformed systems with OBCs, PBCs, and the
deformed systems from m = 1 to 5. When the PBCs are
imposed, the convergence of e

(N)
0 with respect to N−2 is linear,

and there is an even-odd oscillation with respect to the particle
number N/2. Similarly, the linear N−2 dependence is observed
when m ! 2 under the sinusoidal deformation. In the case
m = 1, there is an additional logarithmic correction, as will be
shown later. It should be noted that when the particle number
N/2 is odd, e

(N)
0 obtained with the sinusoidal deformation

for m = 2 coincides with e
(N)
0 obtained with PBCs [17]. This

complete agreement is checked down to the smallest digit in
numerical precision. Throughout this paper we use the exact
diagonalization in order to reduce any numerical errors to
minimum.

In order to confirm the N−2 dependence of e
(N)
0 with the

sinusoidal deformation under m ! 2, we plot the difference
between e

(N)
0 obtained with PBCs (when N/2 is even) and e

(N)
0

with the sinusoidal deformation. To avoid any confusion, let
E

(N)
PBC and E(N)

sine denote the ground-state energy obtained with
PBCs and with the sinusoidal deformation, respectively. We
also use similar notation for the normalization factors B

(N)
PBC =

N and B(N)
sine for the normalization factor defined in Eq. (6).

Figure 2 depicts the magnified difference

N2[e(N)
PBC − e(N)

sine

]
≡ N2

[
E

(N)
PBC

B
(N)
PBC

− E(N)
sine

B
(N)
sine

]

(10)

when N is even. It is shown that the logarithmic cor-
rection N−2 log N is present when m = 1, and is absent
when m ! 2.

Figure 3 shows the spatial distribution of the bond correla-
tion function ⟨c†j cj+1 + c

†
j+1cj ⟩ at half filling when N = 1000.

The Friedel oscillations induced by the boundary are clearly
observed when OBCs are imposed (the asterisks), and weaker
oscillations are observed with the sinusoidal deformation when
m = 1. Only when m = 2, there are no oscillations at all; we

052118-2

どうして境界効果が消失したの？

ここが量子力学の不思議 ! ←広義には「波動物理学」の不思議
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FIG. 3. (Color online) (a) Spin correlation functions ⟨Sα
j Sα

j ′ ⟩
(α = x,z) in an XXZ chain for L = 80 and (",M) = (0.5,0) as
a function of the distance |j − j ′|, where sites (j,j ′) are selected
as j = L/2 − [r/2] and j ′ = L/2 + [(r + 1)/2]. Squares and circles
represent DMRG data for an open chain with SSD and a uniform open
chain, respectively, while lines show the analytic result for a uniform
periodic chain. (b) Schematic showing the relation between pairs
(j,j ′) in the open chain with SSD and those in the periodic chain.

change of the ground state. We thus conclude that the change
in slope of EE is not peculiar to a specific model but a general
outcome of the SSD when applied to a critical model.

Correlation functions. We next investigate two-spin corre-
lation functions. Here, we consider a spin-1/2 XXZ chain
in the critical regime, for which the asymptotic forms of the
correlation functions are known to be

〈
Sx

0 Sx
r

〉
= Ax

0
(−1)r

rη
− Ax

1
cos(Qr)
rη+1/η

+ · · · , (7)

〈
Sz

0S
z
r

〉
− M2 = − 1

4π2ηr2
+ Az

1
(−1)r cos(Qr)

r1/η
+ · · · , (8)

where Q = 2πM . The exponent η and the amplitudes Ax
0 , Ax

1 ,
and Az

1 were obtained as a function of " and M .11,15–17 Figure 3
shows DMRG results for ground-state correlation functions in
an XXZ chain, Eq. (2), with SSD. We also plot DMRG data
for a uniform open chain as well as the analytic result for a
uniform periodic chain; the latter is obtained by replacing r in
Eqs. (7) and (8) with L

π
sin( π |j−j ′|

L
). As shown in Fig. 3, the

results for the open chain with SSD agree almost completely
with those for the periodic chain.

Figure 4(a) shows the ground-state correlation function
⟨Sj · Sj ′ ⟩ in a small system calculated by exact diagonalization.
Data are plotted as a function of position j and “distance” r =
min(|j − j ′|,L − |j − j ′|) [see Fig. 4(b)]. We again observe
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FIG. 4. (Color online) (a) Spin correlation function (−1)r⟨Sj ·
Sj ′ ⟩, with j ′ = j + r (mod L), in an XXZ chain for L = 24 and
(",M) = (1.0,0) as a function of j and r . Symbols show data for an
open chain with SSD: crosses represent correlations between sites j

and j ′ = j + r (pairs “within” the chain), while squares represent
those between j and j ′ = j + r − L (pairs “across” the edges).
Lines show values of correlations in the uniform periodic chain.
(b) Schematic showing the two sites (j,j ′) at a “distance” r .

that the correlations in the open chain with SSD are in excellent
agreement with those in the uniform periodic chain; The
results are independent of position j , and more remarkably,
the correlations between sites j and j ′ = j + r − L, which
are located at the distance r across the open ends, have the
same value as those in the periodic chain.18 We have observed
the same phenomena as shown in Figs. 3 and 4 for several
parameter sets of (",M). The results indicate that correlation
functions, and presumably all observables, in the ground state
of systems with SSD become equal to those in uniform periodic
systems.

We note that for the two-leg ladder with zero magnetization,
M = 0, which has an energy gap above the singlet ground state,
the spin correlation decays exponentially even in systems with
SSD and no recovery of the correlation between edge spins
is observed. This suggests that the SSD does not work for
spin-gapped systems.

Wave functions. Finally, we discuss the overlap of ground-
state wave functions. Using the exact diagonalization method,
we calculated the ground-state wave function |vSSD⟩ of an
XXZ chain, Eq. (2), with SSD for L ! 24 and several sets of
(",M), and compared it with the ground-state wave function
|vPBC⟩ of the uniform periodic chain. We then found that the
overlap of those ground-state wave functions is very close to
unity; the deviation from unity is at most |1 − ⟨vSSD|vPBC⟩| "
10−3 and exactly 0 within the numerical accuracy of 10−14

for the XX case (" = 0). The result indicates that the ground
states |vSSD⟩ and |vPBC⟩ are equivalent at the level of the wave
function.18

We note that the equivalence of the ground-state wave
functions is not trivial even in the case of an XX chain [Eq. (2)
with " = 0]. Through the Jordan-Wigner transformation, the
XX chain is mapped onto the free fermion system and the
one-particle eigenstates of the periodic chain are simple plane
waves. In contrast, the Hamiltonian of an open chain with SSD
is not translationally invariant and its one-particle eigenstates
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change of the ground state. We thus conclude that the change
in slope of EE is not peculiar to a specific model but a general
outcome of the SSD when applied to a critical model.
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that the correlations in the open chain with SSD are in excellent
agreement with those in the uniform periodic chain; The
results are independent of position j , and more remarkably,
the correlations between sites j and j ′ = j + r − L, which
are located at the distance r across the open ends, have the
same value as those in the periodic chain.18 We have observed
the same phenomena as shown in Figs. 3 and 4 for several
parameter sets of (",M). The results indicate that correlation
functions, and presumably all observables, in the ground state
of systems with SSD become equal to those in uniform periodic
systems.

We note that for the two-leg ladder with zero magnetization,
M = 0, which has an energy gap above the singlet ground state,
the spin correlation decays exponentially even in systems with
SSD and no recovery of the correlation between edge spins
is observed. This suggests that the SSD does not work for
spin-gapped systems.

Wave functions. Finally, we discuss the overlap of ground-
state wave functions. Using the exact diagonalization method,
we calculated the ground-state wave function |vSSD⟩ of an
XXZ chain, Eq. (2), with SSD for L ! 24 and several sets of
(",M), and compared it with the ground-state wave function
|vPBC⟩ of the uniform periodic chain. We then found that the
overlap of those ground-state wave functions is very close to
unity; the deviation from unity is at most |1 − ⟨vSSD|vPBC⟩| "
10−3 and exactly 0 within the numerical accuracy of 10−14

for the XX case (" = 0). The result indicates that the ground
states |vSSD⟩ and |vPBC⟩ are equivalent at the level of the wave
function.18

We note that the equivalence of the ground-state wave
functions is not trivial even in the case of an XX chain [Eq. (2)
with " = 0]. Through the Jordan-Wigner transformation, the
XX chain is mapped onto the free fermion system and the
one-particle eigenstates of the periodic chain are simple plane
waves. In contrast, the Hamiltonian of an open chain with SSD
is not translationally invariant and its one-particle eigenstates
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The N -dependence of the energy correction changes if we impose the periodic
boundary conditions, where the Hamiltonian is given by

ĤP = −t
N−1∑

ℓ=1

(
ĉ†ℓ ĉℓ+1 + ĉ†ℓ+1ĉℓ

)
− t

(
ĉ†N ĉ1 + ĉ†1ĉN

)
. (2.8)

In this case, the one-particle wave function is the plane wave

ψm(ℓ) =
√

1
N

exp
[
i
2mπ(ℓ − 1)

N

]
, (2.9)

where m is an integer that satisfies −N/2 + 1 ≤ m ≤ N/2. The corresponding
one-particle energy is

εm = −2t cos
2mπ

N
. (2.10)

If N is a multiple of four, the ground state energy at half filling is calculated as

EN
P =

N/4∑

m=−N/4+1

εm = −2t cot
π

N
. (2.11)

Thus, the finite-size correction to the energy per site

EN
P

N
−

(
− 2

π
t

)
= −2t

N
cot

π

N
+

2t

π
∼ 2πt

3N2
(2.12)

is of the order of 1/N2.
As verified in the above calculations, the finite-size correction to the energy per

site EN/N decreases faster for the system with the periodic boundary conditions
than with the open boundary conditions. Regardless of this fact, the open boundary
systems are often chosen in numerical studies by the density matrix renormalization
group (DMRG) method3),20)–22) because of the simplicity in numerical calculation. It
should be noted that for those systems that exhibits incommensurate modulation, the
open boundary condition is more appropriate than the periodic boundary condition.
Thus, it will be convenient if there is a way of decreasing the finite-size correction
to EN/N as fast as 1/N2 also for the open boundary systems.

§3. Spherical deformation

We first consider the N -site open boundary system described by the Hamiltonian

ĤS = −t
N−1∑

ℓ=1

sin
ℓπ

N

(
ĉ†ℓ ĉℓ+1 + ĉ†ℓ+1ĉℓ

)
. (3.1)

Compared with the undeformed Hamiltonian ĤO in Eq. (2·2), the strength of the
hopping term is scaled by the factor Aℓ = sin(ℓπ/N), which decreases towards the
system boundary as shown in Fig. 1. For a geometrical reason which we discuss in

2
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A Generalization: Spherical Deformation
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should be noted that for those systems that exhibits incommensurate modulation, the
open boundary condition is more appropriate than the periodic boundary condition.
Thus, it will be convenient if there is a way of decreasing the finite-size correction
to EN/N as fast as 1/N2 also for the open boundary systems.
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We first consider the N -site open boundary system described by the Hamiltonian

ĤS = −t
N−1∑

ℓ=1

sin
ℓπ

N

(
ĉ†ℓ ĉℓ+1 + ĉ†ℓ+1ĉℓ
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Compared with the undeformed Hamiltonian ĤO in Eq. (2·2), the strength of the
hopping term is scaled by the factor Aℓ = sin(ℓπ/N), which decreases towards the
system boundary as shown in Fig. 1. For a geometrical reason which we discuss in

N-site tight binding Hamiltonian

2
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Fig. 1. A spherically deformed lattice, which contains (N = 11)-sites, drawn on the upper half
of the circumference. Open circles denote lattice sites, where the angle of the ℓ-th site is
θℓ = (ℓ− 1

2 )π/N for ℓ = 1, 2, . . . , N . The length of the vertical line shows the relative strength
sin(ℓπ/N) of the bond drawn by the thick arc between ℓ-th and (ℓ + 1)-th sites.

Fig. 2. The circles shows the expectation value ⟨̂c†ℓ ĉℓ+1 + ĉ†ℓ+1ĉℓ⟩of the spherically deformed lat-

tice Fermion model defined by ĤS when N = 1000. For comparison, we also plot the same
expectation value for the undeformed case defined by ĤO by the cross marks.

the next section, we call the modification from ĤO to ĤS the spherical deformation.
We regard N , the number of sites on the upper half of the circumference shown in
Fig. 1, as the system size.

Let us observe the N dependence of the ground-state energy at half filling,
where nℓ = ⟨ĉ†ℓ ĉℓ⟩ = 1/2 is satisfied by the particle-hole symmetry. So far we have
not obtained the analytic form of the one-particle wave function ψm, except for the
zero-energy state, and the corresponding one-particle eigenvalue εm for the deformed
Hamiltonian ĤS. We therefore calculate them numerically by diagonalizing ĤS in
the one-particle subspace. We then obtain the expectation value ⟨ĉ†ℓ ĉℓ+1+ĉ†ℓ+1ĉℓ⟩ and
the ground state energy EN

S at half filling. In the following numerical calculations,
we set t as the unit of the energy.

Figure 2 shows ⟨ĉ†ℓ ĉℓ+1 + ĉ†ℓ+1ĉℓ⟩ of the ground state when N = 1000. For com-
parison, we also show the same quantity obtained by the undeformed Hamiltonian
ĤO of the same system size. As it is observed, the spherical deformation suppresses
the position dependence in ⟨ĉ†ℓ ĉℓ+1+ ĉ†ℓ+1ĉℓ⟩. In this sense we can say that the ground

Boundary effect on the 
bond energy 
disappears completely!

A system under Open Boundary Condition gives data as efficient as those under 
Periodic Boundary Condition, under the spherical deformation.
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